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Abstract
Demand-driven and resource-efficient hydrographic surveying requires prior knowledge of 
the variability of the seabed. This paper presents an approach to obtain this prior knowledge 
of changes in seabed topography by means of bathymetric data derived from less accurate 
but high frequency multispectral satellite imagery and a change analysis based on it. This ap-
proach is designed to be implemented as a fully automated operational service at the German 
Federal Maritime and Hydrographic Agency to provide decision support for the operational 
planning of hydrographic surveying. Spectrally-derived bathymetry is conducted using a con-
volutional neural network, with a median absolute error of 0.47 m and a RMSE of 0.86 m. 
Various change detection techniques such as principle component analysis, change vector 
analysis, least squares tracking and robust median difference are used for change analysis. 
The results are weighted together with additional current and wave information and summa-
rised into a single change value. Finally, the data is spatially aggregated and converted into 
an intuitive traffic light scheme that provides a recommended course of action and enables a 
more targeted hydrographic surveying. 

Resumé
Les levés hydrographiques axés sur la demande et l'utilisation efficace des ressources nécessitent une 
connaissance préalable de la variabilité des fonds marins. Cet article présente une approche permettant 
d'obtenir cette connaissance préalable des changements dans la topographie des fonds marins au moy-
en de données bathymétriques dérivées d'images satellites multispectrales moins précises mais à haute 
fréquence, ainsi qu'une analyse des changements basée sur ces données. Cette approche est conçue 
pour être mise en œuvre en tant que service opérationnel entièrement automatisé à l'Agence fédérale 
maritime et hydrographique allemande afin de fournir une aide à la décision pour la planification opéra-
tionnelle des levés hydrographiques. La bathymétrie dérivée de la spectrométrie est réalisée à l'aide d'un 
réseau neuronal convolutif, avec une erreur absolue médiane de 0,47 m et un RMSE de 0,86 m. Diverses 
techniques de détection des changements, telles que l'analyse des composantes principales, l'analyse des 
vecteurs de changement, le suivi des moindres carrés et la différence médiane robuste, sont utilisées pour 
l'analyse des changements. Les résultats sont pondérés avec des informations supplémentaires sur les 
courants et les vagues et résumés en une seule valeur de changement. Enfin, les données sont agrégées 
dans l'espace et converties en un schéma intuitif de feux de circulation qui fournit un plan d'action recom-
mandé et permet un levé hydrographique plus ciblé. 
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Resumen
Los levantamientos hidrográficos dirigidos por la demanda y eficientes en el uso de los recursos requieren 
un conocimiento previo de la variabilidad del fondo marino. Este artículo presenta un enfoque para obtener 
este conocimiento previo de los cambios en la topografía del fondo marino mediante datos batimétricos 
derivados de imágenes multiespectrales por satélite menos precisas pero de alta frecuencia, y un análisis 
de cambios basado en él. Este enfoque está diseñado para implementarlo como un servicio operativo to-
talmente automatizado en la Agencia Federal Marítima e Hidrográfica de Alemania para proporcionar apoyo 
a la toma de decisiones para la planificación operativa de levantamientos hidrográficos. La batimetría 
derivada espectralmente se realiza mediante una red neuronal convolucional, con un error de mediana ab-
soluta de 0,47 m y un RMSE (error cuadrático medio) de 0,86 m. Para el análisis de los cambios se utilizan 
diversas técnicas de detección de cambios, como el análisis de componentes principales, el análisis de 
vectores de cambio, el seguimiento por mínimos cuadrados y la diferencia mediana robusta. Los resulta-
dos se ponderan junto con información adicional de corrientes y olas, y se resumen en un único valor de 
cambio. Finalmente, los datos se agregan espacialmente y se convierten en un esquema de semáforo 
intuitivo que proporciona un curso de acción recomendado y permite un levantamiento hidrográfica más 
dirigido.

1 Introduction
The German Federal Maritime and Hydrographic 
Agency (BSH) is responsible for monitoring the cur-
rent state of Germany's coastal waters, including the 
Exclusive Economic Zones (EEZ) of the North Sea and 
the Baltic Sea, to ensure sustainable economic use 
while protecting the marine environment. Accurate 
and up-to-date information on water depths, tides, 
currents and weather conditions is essential for safe 
and sustainable maritime navigation. This requires the 
continuous acquisition, processing, analysis and pro-
vision of up-to-date geospatial data of the seabed. 
In recent years, user requirements for BSH products, 
particularly information on water depths, have in-
creased significantly in terms of timeliness, accuracy 
and reliability. However, the underwater topography of 
the North Sea and Baltic Sea is constantly changing, 
especially in shallow coastal areas. As a result, more 
frequent hydrographic surveys are needed to provide 
the most up-to-date information on the topography of 
the seabed. Currently, survey planning at BSH is set 
according to a rigid schedule based on water depth 
and traffic volume, regardless of actual changes in 
seabed topography. This approach leads to poor re-
source allocation and only partially meets user needs. 
Improved knowledge of seabed changes would allow 
more efficient prioritisation of survey platform deploy-
ments and better planning of survey operations. A 
semi-automated service based on satellite imagery 
providing up-to-date information about temporal 
seabed variability would therefore be beneficial. 

To date, a considerable body of literature has 
emerged on the use of multispectral satellite im-
agery for deriving water depths. This literature en-
compasses a range of approaches, including 
physical modelling, empirical regression techniques, 
and AI-based methods (Mandelburger, 2022; IHO, 
2024). The spectrally-derived bathymetry (SDB) 
approaches that have been published to date are 
primarily research studies that necessitate at least 
some level of interactive input and derive bathym-
etry within a circumscribed research area, frequently 
in a clear water environment (e.g. the Caribbean or 

the Mediterranean Sea). One exception is the SDB-
online tool developed by EOMAP (Hartmann et al., 
2022). The objective of these SDB-algorithms is to 
estimate the bathymetric data on a one-off basis 
rather than a time series. This approach enables the 
selection of satellite images that are optimally aligned 
with the prevailing environmental conditions. The 
presented approaches are designed to analyse the 
optimal satellite image(s) with respect to cloud cover, 
atmospheric conditions, ocean waves, and turbidity 
levels in order to ascertain the least disturbed water 
column. In order to obtain a continuous time series, it 
is necessary to examine satellite imagery that is less 
suitable and which depicts more challenging environ-
mental conditions. However, there is currently a lack 
of profound solutions to this problem. Additionally, 
there are only a few studies that use spectrally-de-
rived water depths to estimate seabed change 
(Hermann et al., 2022; Erena et al., 2020). These 
studies employ a relatively simple and optimisable 
band-ratio approach for bathymetric calculation and 
simple differences for change analysis. The studies 
were conducted as academic research rather than 
as a fully automated service, and are thus not suit-
able as a ready-to-use solution for optimising deci-
sion-making in the planning of hydrographic surveys. 

The main contribution of this work is the robust 
estimation of a water depth time series with SDB 
and their use for subsequent change analysis. 
Furthermore, the method is fully automated, allowing 
it to be deployed as a permanent service on a large 
scale to support the planning of hydrographic sur-
veys. The paper proposes a prototype service as 
a means of achieving the aforementioned improve-
ment in the BSH's survey planning strategy. Firstly, 
the service utilises freely available Sentinel-2 (ESA, 
2024) multispectral data to derive underwater to-
pography for large shallow-water areas, for which 
the service employs a SDB methodology. Although 
the SDB outcomes are less precise and reliable 
than those based on hydroacoustic surveys (Leder 
et al., 2023), they are available at an exceptionally 
high temporal resolution with minimal survey effort. 
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The derived bathymetric time series is employed 
to identify dynamic areas through the utilisation of 
change detection techniques, including principal 
component analysis, change vector analysis, robust 
median difference and 2.5D least squares tracking 
(LST). The derived change detection parameters 
are weighted, summed and clustered, resulting in a 
set of area-specific metrics and decision parame-
ters, which are presented in an intuitive traffic light 
system. This is supported by recommendations for 
action to facilitate the operational planning of the hy-
drographic survey service. 

2 Literature review
SDB is an optical hydrographic method that em-
ploys multispectral imaging (MSI) and is typically 
conducted from space-based or airborne platforms 
(Mandelburger, 2022; Laporte et al., 2023; IHO, 
2024). SDB makes use of the established physical 
relationship between the radiometric values of the 
spectral bands and water depth, as first demon-
strated by Poicyn et al. (1970). The process is 
intricate and contingent upon a multitude of variables, 
including water depth, atmospheric characteristics, 
water quality factors such as turbidity and algae, 
bottom reflectance, wave activity and the sun eleva-
tion angle. Furthermore, the wavelength λ of the light 
in question enables the water depth to be calculated 
using MSI (Lyzenga, 1978). SDB is constrained to the 
optically shallow water area, whereby the bottom of 
the water body must be visible; thus, it is limited to 
approximately one Secchi depth (Jégat et al., 2016). 
However, greater depths of up to approximately two 
times Secchi depth are possible (Leder et al., 2019). 
The accuracy is typically depth-dependent and de-
creases with increasing water depth, due to the 
reduction in light penetration and subsequent reduc-
tion in the signal-to-noise ratio (Stumpf et al., 2003; 
Chénier et al., 2018, 2023).

The implementation of SDB typically entails the in-
tegration of both intrinsic physical relationships and 
empirically derived parameters. However, the extent of 
physics-based modelling employed in the beam path 
can vary considerably, from comprehensive, phys-
ics-based models to purely regression-based machine 
learning models (Mandlburger, 2022). In theory, the 
physical approach requires no reference data and has 
no empirical component, provided that the substrate 
and the water conditions are considered to be homo-
geneous (Mandlburger, 2022). This is not the case in 
practice, and thus some parameters are usually de-
termined empirically with at least some reference data 
(still referred to in the literature as the physics-based 
approach, e.g. Geyman & Maloof, 2019; Najar, 2022). 
The initial regression-based approaches employed 
straightforward physical relationships with the ratio of 
spectral bands, with a primary emphasis on empirical 
derivation from reference data (Stumpf et al., 2003). 
Contemporary machine learning models occasionally 
lack pre-programmed physical principles and instead 

establish the relationship between input variables and 
the output variable (water depth) through training (Chu 
et al., 2023; IHO, 2024).

Stumpf et al. (2003) established the traditional em-
pirical bathymetry using the ratio of the natural log-
arithms of the reflectance R in the blue and green 
spectral channels to calculate the pseudo depth 
PD

BlueGreen
:

This pseudo depth exhibits a linear correlation with 
the undisturbed water depth, as determined by a linear 
regression with a minimal number of required reference 
depths. In an extension of this approach, Geyman & 
Maloof (2019) employed a greater number of similar 
logarithmic band ratios, derived from the blue/green, 
blue/red, green/red, blue/near-infrared (NIR) and 
green/NIR combinations. Subsequently, these varia-
bles are employed in a multiple linear regression with 
reference data to ascertain the correlation with water 
depth. Utilising this methodology, the study area ex-
hibited an average absolute error of 25 cm at depths 
reaching 6 m near Andros Island (Bahamas).

Susa (2022) compared traditional band ratio algo-
rithms with two machine learning methods, namely 
random forest and extreme gradient boosting 
(XGBoost). The performance of these algorithms was 
evaluated using multispectral Sentinel-2 imagery of 
a study area situated in the vicinity of Puerto Rico. 
The results demonstrated that the machine learning 
models yielded comparable outcomes that were sig-
nificantly superior to those of the traditional band-ratio 
approaches. However, the machine learning models 
required much more training data. In addition, environ-
mental factors such as near-shore waves, light pene-
tration depth into the water body, water turbidity and 
surface glint or foam limit all the approaches tested. 
The best result was obtained with a random forest 
model, which could infer the water depth with a me-
dian absolute error (MedAE) of 0.71 m and a root 
mean square error (RMSE) of 1.81 m in the tested 
area. Another machine learning method is used in the 
study by Mandlburger et al. (2021), who used a con-
volutional neural network (CNN) in a U-net structure 
to analyse the depth of freshwater lakes in southern 
Germany. The images were captured by an unmanned 
aerial vehicle (UAV) with a resolution of approximately 
5 cm × 5 cm and containing RGB and a coastal blue 
channel (~ 400–460 nm). To make efficient use of the 
computing power, the scenes were cut into 480 px 
× 480 px sub-scenes, and further augmented training 
images were generated by rotation and mirroring. A 
systematic deviation of about 12 cm and a standard 
deviation of about 40 cm could be achieved for an ar-
tificial lake used as a test site. An extended approach 
was developed by Xie et al. (2024), who implemented 
a physics-informed CNN in a U-net structure by in-
cluding data based on radiative transfer. The training 
data set comprised bathymetric data extracted from 
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ICESat-2 (Ice, Cloud and Land Elevation Satellite), re-
sulting in bathymetric depths with an RMSE of 1.39–
1.69 m down to a depth of 40 m for two test areas in 
the Caribbean with Sentinel-2 data.

The studies reviewed were preliminary pilot studies 
rather than long-term operational services, which are 
critical for an effective change detection based on 
an image sequence analysis. However, there is cur-
rently one fully automated approach provided by the 
commercial SDB-Online tool presented by Hartmann 
et al. (2022). The tool is based on the physical ap-
proach where the total backscatter received by the 
satellite sensor is split into its signal components from 
the seabed, the water surface, the atmosphere and 
the water column, allowing the contribution from the 
water depth to be derived (Legleiter et al., 2009). 
However, the service is not open source and remains 
a kind of black box, making it challenging to adapt 
the algorithms. Furthermore, the area of interest and 
configuration parameters must be shared with the 
server, which may be contrary to security interests. 
Additionally, the service is rather costly and therefore 
not well suited to widespread and frequent use.

Change analysis and the associated monitoring of 
bathymetric movements can be understood as image 
sequence analysis, where the images contain depth 
and spectral information. This allows the use of image 
sequence analysis methods, which are popular in 
photogrammetry and computer vision applications. 
Change detection usually proceeds according to 
the following scheme: The database of two or more 
images is pre-processed (e.g. for geometric registra-
tion, radiometric correction, denoising), then change 
detection algorithms such as image subtraction, 
change vector analysis (CVA), principal component 
analysis (PCA), statistical tests and tracking algo-
rithms are used to quantify the variability of the image 
space and then segmented into variable and static 
areas (Asokan, 2018).

Deng et al (2008) employed MSI from SPOT-5 
(10 m × 10 m) and Landsat-7 (30 m × 30 m) to an-
alyse land use change in urban areas using PCA. As 
a consequence of the loss of information resulting 
from the transfer to the eigenvector space and back, 
variable areas are highlighted. These differences are 
significantly greater for the variable areas than for 
the unchanged areas, and thus may be more pro-
nounced. A classification accuracy of 89 % of the area 
was obtained using reference data for comparison 
derived from government information. In contrast, Xu 
et al. (2019) employed a CVA to investigate ecolog-
ical changes utilising multispectral data from MODIS 
(Moderate-resolution Imaging Spectroradiometer). An 
image sequence from 2002 to 2017 was used as a 
database, for each ecological index (RSEI), which de-
scribes the characteristics of moisture, greenness, 
dryness and heat points. A CVA combined with thresh-
olds dynamically adapted to the respective standard 
deviation was used to detect changes. The process 
is automated, but the interpretation of the data is not.

A 3D time-of-flight camera image sequence was 
examined by Westfeld et al. (2013). A 2.5D LST 
(Westfeld, 2012) was employed, which is capable of 
utilising both the grey-scale intensity and range infor-
mation of the camera simultaneously in an adapted 
least squares matching. This allows for the pixel-wise 
tracking of surface elements along an image se-
quence, thereby enabling the continuous estimation 
of body posture and motion vectors of individual 
human body parts.

To date, the authors are aware of two published 
studies that have conducted a change analysis or 
monitoring of bathymetry data extracted from remote 
sensing. Hermann et al. (2022) compared two ep-
ochs, 2019 and 2021, using one Sentinel-2 image 
and one ICESat-2 track per time point in a coastal 
area in the Gulf of Mexico. The bathymetric depth 
was calculated in accordance with the band ratio ap-
proach outlined by Stumpf et al. (2003), utilising the 
ICESat-2 data as a reference for the linear regression 
from pseudo to real depths. A simple difference for-
mation is employed to perform the temporal compar-
ison, which is then followed by a median filter for the 
purpose of data smoothing. The accuracy achieved 
is estimated using airborne LiDAR (light detection 
and ranging) data as a reference, and is reported 
as a standard deviation of 1.29 m and an RMSE of 
2.11 m. Erena et al. (2020) processed a sequence 
of high-resolution images with a resolution of 50 cm 
to 2 m from Pléiades satellite sensors, comprising 22 
time points from 2012 to 2019 of the Mediterranean 
Sea in south-eastern Spain. The SDB was calculated 
using the band ratio approach proposed by Stumpf 
et al. (2003). However, additional data sources were 
integrated from airborne LiDAR, an echosounder 
mounted on an unmanned surface vehicle (USV), 
and Global Navigation Satellite System (GNSS), 
in order to develop a digital terrain model (DTM) of 
the lagoon. The change analysis was conducted by 
calculating the water mask using the normalised dif-
ference water index (NDWI) for each time point and 
deriving the water level and storage volume from the 
DTM. However, it should be noted that the change 
analysis is not directly based on the SDB.

The works reviewed are primarily field studies, rather 
than ready-to-use solutions for an automated service. 
Furthermore, change analysis based on SDB results 
is still a rare and insufficiently performed endeavour. 
In light of this, the service presented in this paper at-
tempts to address this gap in the existing literature.

3 Processing chain and data 
requirements of the SDB-based 
seabed monitoring service

The presented service (Fig. 1) employs a time se-
ries of MSI data and supplementary input information 
(Section 3.1; Appendix A), to initially ascertain the 
water depths within a specified region. To achieve 
this, the MSIs are subjected to a pre-processing and 
pre-sorting operation, after which the bathymetry is 
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computed using a CNN and subsequently undergoes 
a post-processing phase (Section 3.2; Appendix 
B). The change analysis (Section 3.3; Appendix C) 
is performed by first selecting the appropriate MSIs 
using a quality analysis. Subsequently, the changes 
are quantified through the utilisation of assorted 
change detection techniques, the outcomes are 
merged and clustered in accordance with the traffic 
light-inspired scheme. 

3.1 Used data
Satellite imagery.  The proposed service is based on 
Sentinel-2 data (ESA, 2024) due to its high spatial res-
olution of up to 10 m × 10 m and the availability of the 
data at no costs. The Sentinel-2 mission is operated 
by the European Space Agency (ESA) and currently 
compromises three satellites (launched in 2015, 2017 
and 2024) with a revisit time of ten days for each satel-
lite. The images captured by the satellites possess 13 
spectral bands B, five of which, spanning from coastal 
blue (B

1
) to very NIR (B

5
), are capable of at least par-

tial penetration into the water body. However, the 
other bands in the spectrum of NIR and short-wave 
infrared (SWIR) support the deviation of additional fea-
tures such as algae, clouds and the land-water-mask 
(Section 3.2). Images with atmospheric correction and 
bottom-of-atmosphere (BOA) reflections, generated by 
the Sen2Cor processor as specified by Louis (2021), 
are employed for the service.

Bathymetric reference.  To generate the CNN for the 
bathymetric deviation, a data-driven machine learning 
approach requires reference data on water depth. The 
data are obtained from multibeam and single-beam 
echosounder measurements from BSH hydrographic 
surveys. A 10 m × 10 m raster dataset has been gen-
erated from the latest available data, but there is still a 
time lag between the reference data and the satellite 
images. Therefore, especially in dynamic areas, they 
may be outdated and thus incorrect 'reference' data. 
Nevertheless, the aforementioned areas are of a rel-
atively limited extent in comparison to the appropriate 

areas, thus allowing for the continued utilisation of the 
data for the training of the CNN.

Additional data.  The service employs supplemen-
tary data, including wind information, to evaluate the 
appropriateness of satellite imagery and the distance 
from the coast to facilitate bathymetric derivation. 
Additionally, wave height and current ancillary data are 
integrated, as they are important environmental factors 
driving seabed variability. Further details regarding the 
utilised datasets can be found in Appendix A.

3.2 Bathymetric processing workflow
This section covers the steps from the provision of sat-
ellite imagery to the bathymetric time series that serve as 
the basis for the subsequent change analysis (Fig. 1).

In order to ensure the accuracy and reliability of ba-
thymetric calculations derived from satellite imagery, it is 
of paramount importance to select images that are op-
timally suited to the prevailing environmental conditions. 
Factors such as clouds, cloud shadows, atmospheric 
conditions, turbidity, swell, sun glint, turbidity, foam, 
algae and ice must be considered to guarantee the 
precision of the resulting bathymetric data. These chal-
lenges are offset by a number of compensatory meas-
ures. At the level of the 100 km × 100 km Sentinel-2 
images, the sorting process employs cloud masks 
and wind strength (correlated with turbidity, waves 
and foam ridges). Moreover, the satellite images are 
divided into sub-scenes of approximately 20 km × 
20 km, with the cloud coverage calculated for each 
of these sub-scenes. The sub-scenes are then pro-
cessed to remove any areas designated as land, ice, 
and foreign territory, after which they are evaluated 
for suitability (Appendix B.1). In the event that a sub-
scene is to be calculated, then turbidity parameters 
and logarithmic band combinations, as proposed by 
Geyman & Maloof (2019), are calculated. Due to the 
computational limitations of the CNN, the sub-scenes 
are reduced to a smaller size of 256 px × 256 px. 
Further details on the pre-processing can be found in 
Appendix B.1.

The subsequent phase is the actual estimation of 
the bathymetry, which is conducted through the utili-
sation of CNN regression. CNNs constitute a subset 
of artificial neural networks (ANN), which are particu-
larly well suited to image analysis due to the presence 
of built-in spatial filters (LeCun et al., 1998). The CNN 
is a wholly empirical approach, whereby the relation-
ship between input variables and output bathymetry 
is learned from reference data without any physical 
background knowledge. Nevertheless, some phys-
ical principles are integrated through the inclusion of 
input parameters such as the turbidity parameters and 
the logarithmic band combinations. This work em-
ploys the CNN architecture developed by Żak (2020) 
and utilises a U-net structure (Appendix B.2). The 
latest model was trained for 80 epochs using 10,000 
pre-processed images, as previously described, with 
80 % allocated for training and 20 % for validation. 
The final result of the training process is a bathymetric 

Fig. 1 Processing chain of the developed service.
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model with a particular focus on the German Baltic 
Sea. During the prediction process, the trained model 
can be employed to derive the water depth from simi-
larly pre-processed small images of new satellite MSI. 

The bathymetric result of the CNN has a shape 
of 256 px × 256 px, which can be reasonable reas-
sembled into a larger and more convenient size of 
sub-scenes covering an area of approximately 20 km 
× 20 km. This approach offers a suitable compromise 
between a comprehensive coverage and the avoidance 
of unnecessary expansion of the dataset with irrelevant 
areas such as land and deep waters. The boundary re-
gions of the predicted scenes frequently exhibit consid-
erable deviations due to the limited padding possibilities 
of the CNNs. Consequently, the prediction is performed 
with a substantial overlap (~ 80 % has proven useful). 
For reassembly, the border regions are trimmed and the 
inner regions are arithmetically averaged.

3.3 Change analysis workflow
The second step in the development of the service is 
the robust and reliable detection of seabed changes 
(Fig. 1). This involves the identification and quantifica-
tion of changes in spatially delimited areas. The input is 
based on the previously derived time series of bathy-
metric data.

A qualitative analysis of the derived time series is in-
itially conducted to evaluate the suitability of each time 
point. Parameters such as cloud cover, wind speed, 
mean turbidity and the mean difference of the bathym-
etry from the mean bathymetry are considered to de-
rive an overall score that allows for the adaptive filtering 
of the time series. Further information may be found in 
Appendix C.1.

Secondly, a set of change detection techniques 
are applied to this filtered time series, with each pixel 
quantified according to its variability over the image se-
ries. Thus, a PCA, a CVA and a robust median differ-
ence are performed, with each producing one or more 
parameters describing change. Additionally, another 
change-describing value is calculated using the wave 
and current data in the time period under consider-
ation. Further information may be found in Appendix 
C.2.

The change values are normalised, weighted and 
summed up to a total change value per pixel. This is 
then clustered using a k-means algorithm and trans-
ferred into four classes, ranging from 0 (no change) 
to 3 (very strong change). This is followed by morpho-
logical filtering to reduce noise. Further details can be 
found in Appendix C.3.

2.5D LST, an integrated matching technique devel-
oped by Westfeld (2012), estimates pixel-wise 3D mo-
tion vectors with subpixel accuracy between surface 
elements of a consecutive image sequence. It employs 
depth and intensity values in order to fully exploit the 
potential of the measurement signal, thereby providing 
a more accurate and reliable solution, particularly in in-
stances where the contrast ratio within one of the two 
channels is challenging. 2.5D LST is applied to each 

pixel (and its surrounding 31 px × 31 px neighbour-
hood, corresponding to 620 m × 620 m on the sea-
bed’s surface) of areas previously identified as being 
subjected to significant change. Further information 
can be found in Appendix C.4.

4. Case studies
4.1 Study areas
The case studies employ two distinct areas to eval-
uate SDB and to examine the change analysis. The 
SDB evaluation is optimally conducted in a static set-
ting while the change analysis necessitates a dynamic 
environment. The study area for the bathymetric pro-
cessing workflow (Section 3.2) is located in the eastern 
German Baltic Sea in the Bay of Greifswald (German: 
Greifswalder Bodden; Fig. 2). It is characterised by 
large areas of shallow water with some deeper ship-
ping lanes in between. Most of the seabed is covered 
with light-coloured sand and gravel, but there are also 
areas covered with vegetation that appear dark in the 
satellite images.

The study area for testing the developed seabed 
change analysis (Section 3.3) is located north of the 
Fischland-Darß-Zingst peninsula in the German Baltic 
Sea (Fig. 3), at a location subjected to very dynamic 
coastal erosion processes known as “Darßer Ort”. The 
seabed is dominated by light sandy sediments, with 
some vegetation to the east, which appears as dark 
areas in the satellite image. There is an emergency 
harbour in the eastern part of the peninsula and its ac-
cess routes are regularly dredged. 

4.2 Spectrally-derived bathymetry results and ac-
curacy analysis

The reference data needed to evaluate the ba-
thymetric results were obtained from ship-based 
single and multibeam echosounder surveys con-
ducted in the study area between 2013 and 2020. 
The echosounder data were used to generate a 

Fig. 2 Sentinel-2 RGB image showing the study area outlined in red down to 10 m depth in the 

Bay of Greifswald (Baltic Sea, Germany) used for the bathymetric processing workflow.
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raster dataset with a resolution of 10 m × 10 m. 
The accuracy of the reference water depth data is 
a few centimetres, but within the interpolated area 
the deviations may be greater.

For the study case, the developed workflow de-
scribed in Section 3.2 is tested and the results and 
accuracies achieved are evaluated. As input infor-
mation, a bathymetric image is generated from the 
Sentinel-2 satellite image of 23 June 2019. During 
post-processing, depths less than 0.25 m were 
not considered for accuracy analysis, as these very 
shallow areas are not adequately represented in the 
reference data used for training, and SDB from very 
shallow areas is highly susceptible to errors caused 
by wave breaking. Data from areas deeper than 10 m 
were also not considered for the accuracy analysis, 
as the visibility conditions in the Baltic Sea generally 
do not allow analysis at greater depths (Section 2.1). 
The bathymetric results obtained are shown in Fig. 4. 
The characteristics of the seabed are well represented 
by the estimated bathymetry: Shipping lanes, sand-
banks and the ripples on the sandbanks are clearly 
visible. However, particularly in deeper areas such as 
shipping lanes, there are systematic errors due to un-
derestimation of water depth (Fig. 4). In addition, the 
use of 256 px × 256 px images for the CNN induces 

small raster biases of ~30 cm difference that cannot 
be adequately addressed by post-processing when 
merging the small images to the ~ 20 km sub-images 
(Section 3.2). The magnitude of these raster effects 
increases with increasing depth of penetration into 
the water body, due to the depth-related increase in 
uncertainty associated with the estimation of bathym-
etry (Section 2.1). The histogram of Fig. 5 illustrates the 
distribution of the deviation between the reference data 
and the SDB results, demonstrating a slight systematic 
underestimation of the bathymetric results with a median 
deviation of 26 cm (Table 1). Additionally, the results 
were obtained with a median absolute error (MedAE) 
of 47 cm, a RMSE of 86 cm, and a 95th percentile of 
1.74 m.

The stated parameters describe the degree of ac-
curacy with which the depth of the German Baltic Sea 
can be determined from Sentinel-2 MSI at any given 
time. As a consequence of the constraints imposed 
by the trained CNN model (Section 3.2), it is not pos-
sible to extend the quality metrics to other regions 
and/or other imaging sensors. The accuracy levels 
attained are inadequate to fulfil the requirements of 
Order 1b or better of the IHO S-44 hydrographic 
survey standard (IHO, 2022), and thus cannot be 
considered a direct replacement for high-accuracy 
hydrographic surveying. However, they are available 
in high temporal resolution and thus constitute an ap-
propriate basis for change analysis, as intended for 
use in the operational service. Moreover, some sys-
tematic deviations are minimised due to the inherent 
differencing during change analyses (Section 3.3).

4.3 Change analysis 
4.3.1 Seabed change monitoring results and

accuracy analysis
In order to evaluate the results of the change analysis, 
single-beam echosounder surveys were conducted 
at Darßer Ort in the spring of 2018 and 2022. The 
two measurement campaigns were conducted to a 
minimum depth of 1.5 m. The datasets were pro-
cessed using the standard workflow employed by 
the BSH survey division, which consisted of sound 

Fig. 3 Sentinel-2 RGB image of the study area outlined in red for the evaluation of the results of 

the developed seabed change analysis, located north of the Fischland-Darß-Zingst peninsula in 

the German Baltic Sea.

Fig. 4 Derived bathymetry of the SDB workflow (left) and the difference between the reference depth data and SDB results (right).
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speed correction, outlier removal, flagging vegetation, 
a Delaunay triangulation between the profile tracks 
and gridding. Two DTMs of the seabed with a reso-
lution of 10 m × 10 m were ultimately produced. The 
difference between the two DTMs was calculated 
to determine a reference for seabed variations, as 
shown in Fig. 6.

The analysis is based on 43 Sentinel-2 MSI of 
the study area, acquired between 2018 and 2022. 
The bathymetry was calculated for these 43 epochs 
(Section 3.2). In the subsequent quality assess-
ment, 26 epochs were excluded from the analysis 
(due to the presence of clouds and turbidity, among 
other factors). The remaining 17 epochs were used 
as the basis for change analysis. However, the re-
sulting estimate of change is currently expressed as 
a unitless metric. In order to facilitate comparison 
with the reference change, both the reference data 
and the estimated change data have been normal-
ised to a unitless scale between 0 (no change) and 
1 (maximum change) using min-max normalisation 
with the 2.5th percentile as the minimum and the 
97.5th percentile as the maximum. This approach 
was employed to reduce the influence of outliers. 
The results are normalised change intensity values 
presented in Fig. 7, which demonstrates that the 
estimated changes exhibit considerable variation 
in the coastal areas to the north-west and north-
east of the peninsula and on the harbour access 
route in the south-east of the scene. The reference 
change also displays some corresponding areas of 
high change, although the areas are subtly different 
and the change is more clearly delineated, with less 
background noise.

Subsequently, the normalised change values 
were classified into two categories: change and no 
change. This differs from the clustering workflow de-
scribed in Section 3.3, as the clustering algorithm 
cannot be applied similarly to the reference data. 
Further, a morphological filter was employed to re-
duce the influence of small filigree structures and 
the result is shown in Fig. 8. Afterwards, the dis-
crepancy between the two representations was de-
termined (Fig. 9), allowing the differences between 
the reference and the calculated seabed variation 
to be quantified. The majority of 85.0 % of the area 
shows no deviation between the reference and the 
estimated data, thereby providing substantiation for 
the appropriate classification. The occurrence of false 
positive misclassifications, whereby a change is iden-
tified when none exists, is 10.5 %. Conversely, false 

negative errors, where no change is detected despite 
the presence of one in the reference data, occur at a 
frequency of 4.5 %. The accumulation of false pos-
itive classifications is evident in areas of the south-
east peninsula. Such occurrences are attributed to 
pronounced variations in reflectance, which are pre-
sumed to be the result of transient vegetative accu-
mulations, with a high probability of being seaweed. 

Fig. 5 Histogram of the difference between reference depth and SDB results.

Fig. 6 Seabed changes at Darßer Ort from 2018 to 2022. The data is based on shipborne hy-

droacoustic single-beam echo sounding.

Median (E) 0.26 m

Standard deviation (E) 0.79 m

RMSE (AE) 0.86 m 

MedAE (AE) 0.47 m

90th percentile (AE) 1.37 m

95th percentile (AE) 1.74 m

Table 1 Statistical parameters of the (signed) error (E) and absolute error (AE).
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The aforementioned vegetation deposits have re-
sulted in erroneous entries in the SDB, leading to the 
misrecognition of changes. Furthermore, instances 
of distributed misclassifications are more prevalent 
in the north-western region of the peninsula. This is 
due to the fact that the entire area is characterised 
by considerable variability, which gives rise to the 
detection of such changes, although the spatial ex-
tent of specific changes differs in some areas. This 
discrepancy may be attributed to the fact that the 

satellite imagery encompasses the entire time span, 
thereby rendering the continuous changes less dis-
cernible than they would be if only two epochs were 
considered, as for the reference data. Another poten-
tial cause is the challenging and highly variable en-
vironmental conditions, which range from extremely 
turbid and foamy waters to those that are remarkably 
clear and undisturbed. These conditions render the 
SDB estimate variable, thus increasing the likelihood 
of error in the change analysis.

4.3.2 Seabed tracking results and evaluation
Fig. 10 shows the motion vector field estimated by 
2.5D LST (Section 3.3) for areas that have been pre-
viously identified as undergoing change. The length of 
the derived motion vectors exhibited a range of 1.5 m 
to 466 m. The mean standard deviation for all lateral 
vector components estimated (thus ranging from a 
few metres up to half a kilometre) can be stated with 
sub-pixel accuracy, with a value of 0.29 px, which 
corresponds to 5.9 m on the seabed surface. The 
mean standard deviation for the estimation of the 
depth component of the motion vectors is 0.15 m. 
Median averaged over the entire motion vector range, 
the 3D motion vectors were estimated with a preci-
sion of approximately ⅒ of its lengths.

Fig. 7 Representation of the normalised absolute change intensity of the change analysis workflow results (left) and the reference 

change (right).

Fig. 8 Binary classified change metric of the change analysis workflow results (left) and the reference change (right).

Fig. 9 Differences of the classified change metrics of Fig. 8.
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The reported accuracy values are encouraging 
when considered in the context of a ground sampling 
distance (GSD), defined as the distance between 
pixel centres measured on the seabed’s surface, of 
20 m (Section 3.2), and an accuracy of 0.86 m for 
depth value extraction from optical imagery (Section 
4.2). It should be noted, however, that these are 
relative accuracy metrics, as an absolute accuracy 
analysis cannot be performed due to the lack of refer-
ence motion data.

Furthermore, a plausibility check was conducted 
using time-lapse image sequences of the satel-
lite MSI. The majority of the derived motion patterns 
were adjudged to be reasonable. The area west of 
the peninsula is characterised by a uniform motion 
vector field oriented towards the south-west (Fig. 
10, left). This phenomenon can be attributed to the 
influence of strong currents in easterly winds, which 
exert a less pronounced effect on the area in the 
presence of westerly winds. The magnified extract 
(Fig. 10, right) depicts the peninsula’s tip and shows 
a motion vector field that is subjected to rotational 
effects caused by interactions between strong east-
erly currents and prevailing westerly winds. However, 
there are also areas with seemingly turbulent motion 
vectors, dominant especially in the south-east of the 
peninsula. This phenomenon can be attributed to the 
distinctive characteristics of the seabed in this re-
gion, which is characterised by the presence of ma-
rine vegetation. Consequently, in addition to tracking 
seabed motions, the monitoring also encompassed 
the tracking of organic material.

5 Towards a fully automated 
operational service

The objective is to implement a fully automated 
service that will necessitate the implementation of 
extensive automation and control of the individual 
processes. It is imperative that the system is able 
to accommodate a diverse range of scenarios, 

encompassing the routine execution of the SDB and 
change analysis workflow (Sections 3.2 and 3.3) for 
the entirety of the area under the purview of BSH, as 
well as manually initiated sub-processes for specific 
areas and timeframes. 

Accordingly, a modular and extensible approach 
was adopted, with each component of the workflow 
encapsulated in a separate module class that imple-
ments a self-designed interface for configuration and 
execution. The interface stipulates that each module 
must provide a dictionary of named parameters that 
can be employed for configuration purposes, accom-
panied by the relevant default values. Subsequently, 
these values may be modified as required and 
transmitted to the module prior to the initiation of 
processing. Moreover, this allows the scheduling 
component to override parameters in a predefined 
workflow for the execution of a specific task. 

The aforementioned modules can be employed 
either as standalone entities or in conjunction with 
other modules for the development of workflows. This 
involves chaining of module executions, whereby the 
output of one module is used as input for the next. 
This facilitates the straightforward replacement of 
specific workflow components with alternative algo-
rithms and data sources in the future. 

It is imperative to ensure that the MSI input data 
is preserved in standardised and predefined for-
mats. Consequently, all satellite images, irrespec-
tive of their original format, are transformed into an 
open, platform-independent GeoPackage format 
(GeoPackage, 2024) with predefined names for the 
band layers and the file itself, as well as predefined 
metadata. This ensures the compatibility of the de-
veloped service with imagery from other satellite mis-
sions, necessitating only minor modifications to the 
algorithms implemented. The supplementary data, 
which includes reference depths, distances to the 
shore, currents and wave heights, is provided in the 
form of a Network Common Data Form (NetCDF4, 

Fig. 10 2.5D LST motion vector field: The lateral displacements are shown for the whole study area in a generalised representation 

(left) and in a detailed representation in the north-east of the peninsula. In the background is an RGB visualisation of a Sentinel-2 

image from 26th July 2019.
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2024). This is also employed for the resulting output 
data. Additional data, such as wind data or current 
data, are downloaded, pre-processed and stored as 
predefined comma-separated values (CSV) by an ex-
ternal process on a daily basis.

The scheduling process and an overview of the 
task assignment functionality are illustrated in Fig. 11. 
Based on a timer (1), the control server is executed 
on a daily basis and works through the list of sched-
uled tasks (2), for example, the daily execution of the 
entire SDB and change analysis. Consequently, the 
control server retrieves the pertinent workflows (3) 
and deposits the scripts of a workflow at a known 
location (4). The designated computers have access 
to the same data pool on a network drive and are 
programmed to perform a daily check (5a–5c) for any 
new tasks assigned to them, by searching for as-
signed workflows (6a–6c). The workstations respon-
sible for executing the required tasks are standard 
staff computers, which typically perform these op-
erations at night to minimise interference. The entire 
workflow is written in Python; however, the activation 
scripts are shell or batch scripts that are called via 
cron jobs (Linux) or the Task Scheduler (Windows).

6 Discussion
In light of the significant financial implications as-

sociated with the deployment of advanced hydro-
graphic surveying techniques, such as shipborne 
hydroacoustic or airborne LiDAR technology, the 
imperative for event-driven resurveying remains. The 
present study demonstrates that the detection of 
varying regions of the seabed is feasible through the 
analysis of MSI sequences using SDB. The devel-
oped service is currently operational as a prototype 
in the German Baltic Sea, monitoring changes in the 
seabed down to a water depth of 10 metres, which 
represents approximately 25 % of the BSH's area of 
responsibility in the Baltic Sea. This has the potential 
to result in significant savings in the future, as shallow 
water areas are typically both highly dynamic and 

costly to survey due to the necessity for smaller multi-
beam echosounder line spacings.

The calculation of SDB water depth is of para-
mount importance. The accuracy of the bathymetric 
results is influenced by a number of environmental 
factors, including cloud cover, turbidity and algae, 
foam crests, seabed habitat and the sun elevation 
angle. These are discussed in Section 2.1, while 
Section 3.2 outlines the countermeasures taken by 
the service to address these issues. However, the 
impact of these disturbances on reflectance is not 
fully compensable, resulting in erroneous outcomes. 
Nonetheless, the accuracy of the SDB in the case 
study presented in Section 4.2 was achieved with a 
median absolute error (MedAE) of 0.47 m and a root 
mean square error (RMSE) of 0.86 m, which is com-
parable with state-of-the-art SDB methods (Section 
2.1). Furthermore, the change analysis eliminates 
permanent systematic errors in the SDB by consid-
ering the differences over time. Consequently, a lim-
ited systematic underestimation of large water depths 
(e.g. in the shipping lanes in Fig. 4) is less problem-
atic, assuming that this underestimation is consistent 
over time. However, errors that occur only in indi-
vidual images and vary over time, usually due to the 
environmental influences mentioned above, present a 
challenge for the subsequent change analysis.

The findings of the study, as detailed in Section 4.3.1, 
indicate that the service, which is still in the prototype 
phase, is capable of accurately classifying a significant 
portion of the area (approximately 85 %) in accordance 
with the specified change. This represents a promising 
initial outcome. However, the service exhibits a ten-
dency to erroneously classify a considerable propor-
tion of areas as bathymetric seabed changes. This is 
evidenced by the aforementioned study, which identi-
fied approximately 10 % of false positives and 5 % of 
false negatives, and is further corroborated by empir-
ical testing conducted during the development phase. 
This is primarily due to significant alterations in reflec-
tance that are not accompanied by corresponding 

Fig.11 Schematic representation of the automated, time-controlled distribution of tasks or workflows.
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changes in water depth, which the SDB workflow is 
currently unable to capture. Consequently, these "un-
desirable" changes are identified by the change detec-
tion algorithms and can only be partially distinguished 
from the desired variations in seabed topography. 
The most challenging aspect is a long-term change 
in reflectance (without bathymetric change), which is 
typically caused by changes in the seabed habitat. 
These changes may include the growth or dieback of 
seagrass fields, deposition or washing of seaweed, 
and other factors. In order to compensate for this, it is 
necessary to identify the location of (or, ideally, to cor-
rect) the affected area prior to undertaking a change 
analysis, as it is not possible to make a compensation 
during the change analysis itself. Furthermore, recur-
ring or periodic radiometric differences resulting from 
seasonal vegetation cycles, such as seagrass, kelp 
forests or algal blooms in bays with minimal water ex-
change, represent a significant challenge. In order to 
achieve full compensation of the periodic variations, a 
dense time series covering the total period, which is 
usually annual, is required. However, this is not cur-
rently feasible, as the most suitable images are gener-
ally available only in the summer months, and there are 
significant data gaps during winter. Additionally, the pe-
riods in question are not strictly annual, as growth pat-
terns are influenced by weather conditions, resulting 
in fluctuations. An alternative approach to addressing 
this issue is to limit the use of images to those cap-
tured during the same time of year. However, this 
significantly reduces the number of available image se-
quences. Furthermore, areas that are subject to signif-
icant and persistent fluctuations in reflectance present 
a challenge. This encompasses the coastal surf zone, 
where turbidity, foam ridges, vegetation deposits, and 
potential bathymetric changes can all contribute to 
challenges in data interpretation. The restricted avail-
ability of undisturbed satellite images in these regions 
gives rise to a considerable degree of variability over 
a given period. Consequently, the change analysis 
frequently identifies these regions as exhibiting signif-
icant variations. This limitation can be addressed by 
selecting images on days with minimal wind activity. 
However, the majority of the observed spectral varia-
bility in most areas is characterised by one-off (or in-
frequent) short-term changes caused by factors such 
as turbidity, atmospheric conditions, waves, sun glint 
and ship traffic. These effects are largely accounted 
for by the use of time series information in the change 
analyses, which incorporates the inherent averaging 
and median formation, as well as the deliberate image 
selection during the quality assessment (Section 3.3). 
These measures also serve to mitigate, at least in part, 
the effects induced by the periodic and very frequent 
changes described above.

In order for a change to be reliably identified by 
the presented service, it must satisfy a number of 
prerequisites. In the first instance, the change in 
question must exceed a specific size threshold. 
The currently employed resolution of 20 m and 

the settings for morphological filtering during clus-
tering (with the currently used kernel size of 3 px 
× 3 px) are the determining factors, resulting in a 
required minimum affected area size of 60 m × 60 
m. Furthermore, the change must be discernible for 
a certain period of time. Nevertheless, it is not fea-
sible to make a universal assertion in this regard, as 
the accessibility and quality of the satellite images 
exert a considerable influence. The current param-
eter configuration necessitates the capture of the 
change in two to five satellite images, contingent on 
the magnitude of the change. While this figure could 
be reduced, this would result in a greater number of 
areas being incorrectly identified as having under-
gone change. This is because it is not possible to 
exclude short-term false values (due to atmospheric 
conditions, ships, turbidity, etc.). Ultimately, a cer-
tain degree of seabed change is necessary, contin-
gent on the precision of the SDB in the region. It is 
not possible to make a blanket assertion, given that 
systematic errors in the SDB are partially offset by 
differencing. However, a change of at least a few dm 
was typically required during developmental testing.

The fully automatic detection of bathymetric 
changes, which requires the workflow to be extremely 
robust, remains a challenge. However, it has been 
demonstrated that the service is capable of detecting 
variable areas (Section 4.3) and therefore represents 
a valuable additional asset in hydrographic survey 
planning. This is due to the fact that the service is 
provided free of charge and is fully automated, re-
sulting in negligible financial and personal costs.

7 Summary and outlook
The objective of this research was to develop a 
prototype service capable of identifying changes 
in seabed topography based on the spectral data 
obtained from the Sentinel-2 MSI satellite. The im-
plemented service is fully automated and comprises 
two distinct phases. The initial phase comprises 
the estimation of bathymetry through the utilisa-
tion of SDB, encompassing the selection of MSI in 
consideration of cloud cover and wind conditions, 
a preliminary processing stage (including normal-
isation, cropping, the calculation of turbidity and 
pseudo depth parameters, supplementary image 
selection), the derivation of actual depth through a 
CNN in a U-Net structure, and a post-processing 
phase. The CNN model was trained using Sentinel-2 
images from the German Baltic Sea region and data 
from the BSH's echo sounder-based hydrographic 
surveying. In a case study, a MedAE of 0.47 m and 
RMSE of 0.86 m were achieved, thereby demon-
strating the accuracy of the SDB. The second 
phase is the change analysis, which can be con-
ducted once the water depth has been estimated at 
multiple time points. Firstly, a quality assessment of 
the available images is conducted, enabling the tar-
geted selection of images. Subsequently, a series of 
change detection techniques (PCA, CVA and robust 
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difference) are applied to the image sequence with 
the objective of determining parameters that char-
acterise the dynamics of an area. These parameters 
are then combined into a weighted sum, clustered 
and converted into an intuitive traffic light scheme 
with a recommendation for action. In a field study, 
85 % correct classification between areas exhib-
iting change and those exhibiting no change was 
achieved. The service provides an estimate of the 
variability of shallow water areas in advance of a 
survey. This enables an event-based planning of 
the resource-intensive hydrographic survey, thereby 
avoiding the unnecessary repetition of surveys of 
static areas. Consequently, the allocation of survey 
resources can be re-prioritised at this juncture, 
with greater focus placed on dynamic areas to en-
hance the timeliness of hydrographic survey data. 
The service, therefore, represents an added value, 
particularly for hydrographic offices, which can be 
operated fully automatically and at minimal cost. 
Furthermore, the service provides comprehensive 
time series of bathymetric data and change infor-
mation, which can be employed in environmental 
monitoring and analogous applications. 

At the time of writing, the service is still in a proto-
type state, and the paper describes the current state 
of development. In general, the entire workflow is fully 
operational and produces the results presented. The 
bathymetry workflow is complete, with the excep-
tion of the training of alternative CNN models with 
modified parameter settings. The change analysis 
workflow is still undergoing development, revision 
and optimisation. The fundamental structure of the 
system remains unchanged; however, the incor-
poration of additional weights, parameter settings, 
and algorithms (for change detection or clustering) 
is still underway. The proposed improvements entail 
the incorporation of a situational weighting compo-
nent into the existing static weighting methodology 
during weighted summation. This component would 
be calculated on-the-fly with respect to the noise 
of a summand, measured by the standard devia-
tion of the neighbouring patch or similar parameters. 
Furthermore, the intention is to integrate the results 
of the 2.5D LST into the weighted sum, namely the 
normalised change indicator values. For this purpose, 
the vector results are to be averaged by magnitude 
with respect to their direction and converted into ras-
terised, normalised change information. Furthermore, 
the integration of current and wave data is intended 
to be employed for periods exceeding two years 
through a comparative analysis of the accumulated 

change activity. This does not permit a general as-
sertion regarding the change; rather, it allows for a 
comparative assertion within the area under con-
sideration. Furthermore, the integration of additional 
multi-spectral satellite missions with enhanced spatial 
resolution is anticipated. Furthermore, enhancing the 
SDB through the utilisation of local point-shaped data 
of greater precision, such as crowdsourced bathym-
etric data or space-borne LiDAR data (e.g. ICESat-2), 
can prove especially advantageous. The aforemen-
tioned data sources are not optimally suited for an 
area-wide survey, as only a limited number of tracks 
are measured within a given survey area. However, 
the data can be employed to ascertain systematic 
deviations in the SDB, thereby validating the SDB 
results or even correcting them by an offset, thus 
performing a local adjustment. This approach would 
likely enhance the results and increase confidence 
in the SDB results, thereby indirectly improving the 
change analysis results.

The accessibility of cost-free remote sensing data 
has propelled the advancement of satellite-based 
monitoring programmes and has been progressively 
acknowledged in the hydrographic community. 
The advantages of satellite-based monitoring pro-
grammes are global coverage, short revisit time and 
cost-effective data acquisition and analysis. New 
methods, such as CNNs, optimise the achievable 
depth accuracies, as demonstrated in this paper. 
Nevertheless, CNNs are still in the process of being 
developed, and new modifications, such as phys-
ically informed CNNs or multimodal CNNs, which 
allow the combination of satellite imagery with other 
data sources, will provide further improvements in 
achievable depth accuracies. Furthermore, the 
trend is towards higher resolution satellite imagery 
and greater computing power, which will further en-
hance the capabilities of SDB and an SDB-based 
monitoring programme, as presented in this paper.
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Appendix A: Additional data 
Wind data.  The presented service employs wind data 
from a curated set of DWD weather stations situated 
within or in the immediate vicinity of the German Baltic 
Sea. These are employed to evaluate the MSI, given 
that the suitability of satellite images is impaired by 
strong winds, which result in the formation of waves, 
foam, and increased turbidity due to sediment swirls. 
The weather stations directly measure wind speed 
and direction, and the data are provided on an hourly 
to a 6-hours basis (DWD, 2024). In order to be in-
cluded in the service, the daily average wind speed 
from the nearest weather station to the centre of the 
respective satellite image is used (Section 3.2).

Distance to coast data.  In order to assist the CNN 
in determining the approximate location of an image 
(Section 3.2), a dataset comprising the distance from 
the shore is provided. The dataset has been derived 
from OpenStreetMap (Haklay & Weber, 2008) shore-
line data provided by Geofabrik GmbH (2024). The 
dataset for the distance to the coast was calculated 
at a resolution of 10 m × 10 m using the QGIS tool 
“Proximity (Raster Distance)”. 

Wave height information.  The Copernicus Marine 
Service (2024) data on wave height are employed 
as an independent information source for change 
analysis. The data set designated "Baltic Sea Wave 
Hindcast" (BSWH, 2024) and the data set designated 
"Baltic Sea Wave Analysis and Forecast" (BSWAF, 
2024) are employed to obtain the "Sea Surface 
Wave Significant Height (SWH)", which is provided on 
an hourly basis with a resolution of 2 km × 2 km. In 
order to facilitate the utilisation of the data set within 
the developed service, the wave heights are aggre-
gated on a daily basis, employing the 85th percentile. 

Furthermore, the resolution of the wave data is linearly 
interpolated in order to align with that of the change 
analysis. Finally, the ratio of the wave height to the 
water depth is calculated utilising the reference data 
outlined in Section 3.1, which provides information 
regarding the water depth information.

Current data.  The current data derived from the 
BSH current forecast is included to serve as an ex-
ternal information source for change analysis (Brüning 
et al, 2021). The dataset has a spatial resolution of 
0.5 nautical miles × 0.5 nautical miles and maps the 
current velocity in latitude, longitude and depth di-
rection, resulting in a total of 25 depth layers every 
15 minutes. The velocity is processed by means of 
a Euclidean sum across all three directions, an arith-
metic average along the depth layers and a reduction 
in time to the 85th percentile of the day. The spatial 
resolution is then linearly interpolated to match that of 
the change analysis.

Appendix B: Processing workflow of the 
bathymetric deviation 

B.1 Pre-processing 
To reduce errors related to atmospheric conditions 
and clouds, a satellite image is only downloaded 
and processed if the percentage of clouds used by 
CODE-DE (2024) is below a threshold of 5 %. The 
objective of this rather strict limit is to mitigate the 
issues associated with the emergence of thin and 
barely perceptible veil clouds, which are especially 
prevalent in images characterised by elevated cloud 
cover. These clouds give rise to systematic errors 
in the bathymetric derivation. Furthermore, this re-
duces errors caused by cloud shadows. Images 
captured on days with high wind speeds are also 
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sorted according to the weather station in the area. 
This is due to the fact that periods of high wind 
speed cause significant seabed visibility problems, 
namely swell, wave whitecaps and increased tur-
bidity due to sediment turbulence. These factors are 
therefore excluded from the analysis. The threshold 
for this exclusion is set at four Beaufort, as this is 
the wind speed at which widespread foaming be-
gins (Abe, 1955).

When the MSI data is downloaded, it is merged 
with the reference depth and shoreline distance 
supplements. It is then downsampled to a spatial 
resolution of 20 m × 20 m, which empirical studies 
have shown to be a good compromise between 
noise reduction and spatial resolution. After this, 
the original 100 km × 100 km Sentinel-2 images 
are sliced into smaller sub-images of ~ 20 km with 
an overlap of ~ 0.5 km. This helps to speed up the 
calculation process by excluding some sub-scenes 
because they are mainly on land, in optically deep-
water areas or not in waters under the responsibility 
of BSH. Therefore, a mask is created that marks 
these non-relevant pixels and excludes them from 
the evaluation by setting the values to blank value 
(NaN). During prediction, the ratio of the relevant 
shallow water pixels to non-relevant pixels should be 
at least 0.25 %, rejecting only scenes made up of 
mostly irrelevant pixels. In contrast, the threshold is 
set at 5 % during the training phase to avoid bloating 
the number of training images with images showing 
mostly outmasked areas. Another exclusion of these 
~ 20 km sub-scenes is caused by the cloud cover. 
Here, we use the cloud detector of Braaten et al. 
(2015) and an exclusion threshold of 10 %, which 
was found in empirical studies and is active during 
the training and prediction phase.

For the remaining sub-scenes in the un-masked 
area, we calculate various parameters describing 
water turbidity and algae such as the Normalised 
Difference Turbidity Index (NDTI; Lacaux et al., 2007), 
the Maximum Chlorophyll Index (MCI; Gower et al., 
2005), the Green Normalised Difference Vegetation 
Index (GNDVI; Buschmannm & Nagel, 1993) and 
the hue angle. These parameters help to mitigate 
the influence of water quality through the CNN. 
Furthermore, we derive several logarithmic band 
combinations, inspired by Geyman & Maloof (2019), 
such as the band combinations between blue-
green, blue-red, blue-NIR, green-red, green-NIR and 
red-NIR to support the link between spectral infor-
mation and water depth. For the calculations in this 
paper, the scenes were reduced to a size of 256 px 
× 256 px containing 16 bands with the reference 
depth, the spectral bands B1–B5, the logarithmic 
band combinations, the turbidity parameters and the 
shoreline distance. 

B.2 Bathymetric regression with CNN 
The CNN architecture employed was devel-

oped by Żak (2020) and adopts a U-net structure, 

characterised by a contracting path (encoder) and 
an expanding path (decoder), as introduced by 
Ronneberger et al. (2015). The U-Net comprises mul-
tiple depth layers, formed by progressively downsam-
pling the input image in the encoder path, extracting 
increasingly abstract features, and then upsampling 
in the decoder path to produce a full-resolution re-
sult. Each depth layer of the encoder compromises 
of a batch normalisation, followed by a 2D convolu-
tion, a 2D max-pooling, another batch normalisation, 
a 2D convolution, a batch normalisation, and a final 
2D convolution with spatial resolution reduction. In 
contrast, a depth layer of the decoder is constituted 
by a concatenation operation with the corresponding 
encoder level, a batch normalisation, a 2D convo-
lution, a batch normalisation, a 2D convolution, a 
batch normalisation and a transposed 2D convolu-
tion, which serves to restore the spatial dimensions. 
This architectural configuration enables the network 
to capture both local and global context. Training a 
CNN for SDB requires a sufficient amount of different 
training data that represent the expected variability in, 
among other factors, the atmosphere, turbidity, sub-
surface conditions, wave action and solar radiation. 
The estimation of water depth from new satellite im-
agery can only be reliable for those areas that have 
been included in the training data. For the results 
presented in this paper, the CNN was created using 
five depth layers, the “Rectified Linear Unit (ReLU)” as 
activation function, the “Adaptive Moment Estimation 
(Adam)” as optimiser, the “Mean Square Error (MSE)” 
as loss function and a batch size of 128. 

Appendix C: Processing workflow of 
the change analysis 

C.1 Quality assessment 
The objective of the quality assessment is to select 
the images that exhibit the optimal environmental 
conditions, which are likely to result in the most pre-
cise bathymetric data, for change analysis. To this 
end, a series of quality parameters are compiled and 
analysed for each approximately 20 km sub-image. 
The parameters listed below are absolute values, 
with a calculated relative value that may not always 
be meaningful. For instance, the mean absolute tur-
bidity value of a sub-image cannot be interpreted, but 
a temporal comparison in the same area can highlight 
points of lower turbidity. The following relative values 
are then used to generate scores to assess the suita-
bility of the sub-images:

	• Score
Clouds

: The averaged relative cloud cover val-
ues for the full Sentinel-2 image, as found in the 
image attributes metadata, and for the sub-image, 
which was calculated using the cloud mask meth-
odology proposed by Braaten et al. (2015).

	• Score
Turb

: The average of the relative values of the 
sub-image mean of the “turbidity” values NDTI and 
GNDVI.

	• Score
Bathy

: The relative value of the mean difference 
between the bathymetry of the sub-image and the 
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median bathymetry of the sub-image sequence.
	• ScoreOther: The average of the relative wind and 

the relative land percentage. 

The individual scores are aggregated to derive an 
overall score, with the following empirically deter-
mined weightings being applied:

(1)

Ultimately, the most appropriate images are se-
lected based on the aforementioned score value. 
Empirical studies have demonstrated that retaining 
approximately 40–60 % of images with the highest 
score value represents an appropriate selection of 
the image sequence for subsequent change analysis.

C.2 Change detection algorithms 
Three change detection algorithms are executed in 
parallel in order to quantify the change in the time se-
ries and thus distinguish between static and dynamic 
areas using the filtered image sequence described in 
Appendix C.1.

One method is the PCA (Wold et al., 1987), which 
is a mathematical method used to reduce the dimen-
sionality of large datasets by transforming a large set 
of variables into a smaller one that still contains most 
of the information in the original set. For the following 
PCA analysis, the time series of length t with two infor-
mation channels (depth and intensity) are combined 
to an artificial image with 2 × t bands. These 2 × t 
bands are highly redundant due to the correlation be-
tween the depth and greyscale channels and, more 
importantly, because many areas have not changed 
and therefore all t images have the same content in 
these areas (Deng et al., 2008). The number of prin-
ciple components (PC) is now determined until a cer-
tain percentage of the original information is contained. 
In previous analyses, a value of around 90–95 % has 
proved to be adequate. The original time series can 
now be reconstructed from these PCs, with static 
areas reproduced very well and dynamic areas much 
worse due to the loss of information of 5–10 %. To 
highlight the areas of change the median difference 
between the original and reconstructed time series is 
calculated.

The CVA is a widely used change detection tech-
nique in remote sensing that calculates the difference 
vector of the observed features (depth and greyscale) 
between two time points (Afaq, 2021). The difference 
vector consists of the magnitude and the direction, 
indicating the change. When analysing the time se-
quence, the difference vectors between the adjacent 
time points are calculated, resulting in t-1 vectors. 
Tests have shown that the median difference of these 
vectors is a robust indicator of variable areas.

A robust difference calculation is also performed. 
In addition to the pre-sorting by the quality assess-
ment, a median image with as little noise as possible 
is calculated for the given start and end points. For 
this reason, a division into three parts over time has 
proved to be successful in tests. The images in the 

first and last third of the evaluation period are used 
to calculate the respective median image, while the 
images in the middle third are ignored. The difference 
between these two robust, almost noise-free images 
highlights variable areas.

Furthermore, change information is to be gener-
ated from the current and wave data by deriving ac-
tivity indices for both current and wave data (or more 
precisely, the ratio of wave height to water depth). To 
do this, the current or wave activity for each day is 
assigned to a number from 0 to 10, depending on 
the current speed or the ratio of wave height to water 
depth respectively. These values are then summed 
up for the study period to a single value per pixel 
which indicates the probability of change due to cur-
rents or waves. The absolute value provides informa-
tion on bathymetric changes in the area independent 
of the MSI data. However, it is only useful for limited 
time periods as the summed change value becomes 
very large in long-term observations due to multiple 
storm events in the meantime. Therefore, in the cur-
rent workflow, these change values are only used for 
observation periods of less than 2 years (found in de-
velopmental studies).

C.3 Normalisation, weighted sum, post-processing 
and clustering 

Before combining the results of the individual change 
detection techniques, the individual results must be 
normalised. Min-max normalisation is used with the 
5th percentile as the minimum and the 95th percen-
tile as the maximum to minimise the effect of outliers. 
Values that end up less than zero or greater than one 
are set to zero or one respectively. A weighted sum 
is calculated to combine these normalised change in-
dicator values, where the weights are predefined with 
empirically determined values. The resulting summed 
up change value is then post-processed with respect 
to the estimated uncertainty of the resulting change 
value. For areas very close to the coast (< 200 m), 
a downward weighting is applied to compensate for 
the effects of strong disturbance of the water column, 
waves and foam. In addition, a downward weighting 
is applied with increasing water depth due to the 
generally decreasing accuracy of the SDB with in-
creasing depth. The same change value is therefore 
much more reliable in shallow water than in deeper 
water. Finally, a single total change is derived for each 
pixel, which is used as input for the clustering and 
seabed tracking (Appendix C4).

Areas with similar change patterns are clustered 
and converted into a traffic light inspired scheme. 
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A k-means clustering (Ahmed et al., 2020) is per-
formed based on the total change values, followed 
by morphological filtering to reduce noise. The 
k-means model was generated by fitting the derived 
change values of the entire German Baltic Sea into 
12 classes according to their change intensity. This 
model is now being used in the different sub-areas 
and time periods. For ease of interpretation, these 
12 classes have been combined into four classes 
ranging from 0 (no change) to 3 (very strong change). 
As the classification is done pixelwise, there are many 
fine unrealistic structures with salt-and-pepper noise, 
which is minimised by morphological filtering.

C.4 Seabed tracking with 2.5D LST 
A more detailed motion analysis is conducted using 
2.5D LST, which is applied to the areas previously 
identified as changing. This algorithm enables the 
pixel-wise tracking of small elements of the sur-
face of the seabed through a sequence of images, 
thereby inferring the magnitude and direction of 

seabed motions. 2.5D LST is formulated as an it-
erative least squares adjustment procedure. The 
algorithm maps small surface segments of consec-
utive depth and intensity image data sets on top of 
one another, with the objective of minimising the 
sum of the squares of the depth and intensity value 
differences. This is achieved by estimating eight ge-
ometric parameters for translation, rotation, scale, 
inclination and perspective-related deviation and two 
parameters for radiometric adjustments (Westfeld, 
2013). The input images are selected based on 
the score value derived from the quality analysis, 
with a greater weight assigned to images captured 
at longer time intervals to ensure that the selected 
images represent the greatest possible temporal 
range. 2.5D LST provides fully 3D displacement 
vectors with subpixel accuracy, thus offering a com-
prehensive representation of seabed topography. 
This allows for a detailed insight into the dimensions 
and directions of changes in the seabed.
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