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Abstract
The detection of boulders in hydroacoustic data is essential for a range of environmental, 
economic and marine planning applications. The manual interpretation of hydroacoustic 
data for object detection is a non-trivial, tedious and subjective task. Using the conven-
tional means accessible to hydrographic professionals, it is nearly impossible to locate all 
boulders or rule out their presence for extended areas of interest. Although it has been 
shown that AI can do the job quickly and reproducibly, earlier work has not progressed 
beyond scientific experiments. As a result, AI software have not been routinely integrated 
into the workflows of institutions involved in hydrographic data acquisition and processing, 
or oceanographic analysis. This paper presents a workflow for fully automated boulder 
detection in hydroacoustic data. A graphical user interface enables training and evaluation 
of detection models, boulder detection model execution, and post-processing of detection 
results without programming. The workflow is demonstrated on data from the southern 
Baltic Sea. Validation results of the detection for various data inputs include a mAP-50 of 
77.83 % for raster images of backscatter intensities based on side-scan sonar, a mAP-50 of 
70.46 % for raster images of slope angles based on multibeam echosounder and a mAP-50 
of 44.02 % for backscatter and bathymetric data given as 3D point clouds. 
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Résumé
La détection des blocs rocheux dans les données hydroacoustiques est essentielle pour toute une série 
d'applications environnementales, économiques et de planification marine. L'interprétation manuelle des 
données hydroacoustiques pour la détection d'objets est une tâche non négligeable, fastidieuse et sub-
jective. En utilisant les moyens conventionnels accessibles aux professionnels de l'hydrographie, il est 
pratiquement impossible de localiser tous les blocs rocheux ou d'exclure leur présence dans des zones 
d'intérêt étendues. Bien qu'il ait été démontré que l'IA peut exécuter le travail rapidement et de manière 
reproductible, les travaux antérieurs n'ont pas dépassé le stade de l'expérimentation scientifique. Par 
conséquent, les logiciels d'IA n'ont pas été intégrés de manière routinière dans les flux de travail des 
institutions engagées dans l'acquisition et le traitement des données hydrographiques ou dans l'analyse 
océanographique. Cet article présente un flux de travail pour la détection entièrement automatisée des 
blocs rocheux dans les données hydroacoustiques. Une interface utilisateur graphique permet la forma-
tion et l'évaluation de modèles de détection, l'exécution de modèles de détection de blocs rocheux et le 
post-traitement des résultats de détection sans programmation. Le flux de travail est démontré sur des 
données provenant du sud de la mer Baltique. Les résultats de la validation de la détection pour diverses 
entrées de données comprennent un mAP-50 de 77,83 % pour les images matricielles des intensités de 
rétrodiffusion basées sur le sonar à balayage latéral, un mAP-50 de 70,46 % pour les images matricielles 
des angles de pente basées sur le sondeur multifaisceaux et un mAP-50 de 44,02 % pour les données 
de rétrodiffusion et bathymétriques fournies sous forme de nuages de points en 3D. 

Resumen
La detección de rocas en los datos hidroacústicos es esencial para una serie de aplicaciones medioambi-
entales, económicas y de planificación marina. La interpretación manual de los datos hidroacústicos para 
la detección de objetos es una tarea no trivial, tediosa y subjetiva. Usando los medios convencionales al 
alcance de los profesionales de la hidrografía, es casi imposible localizar todas las rocas o descartar su 
presencia en áreas extensas de interés. Aunque se ha demostrado que la IA puede hacer el trabajo de 
forma rápida y reproducible, los trabajos anteriores no han llegado más allá de experimentos científicos. 
Como resultado, el software de IA no se han integrado de forma habitual en los flujos de trabajo de las 
instituciones implicadas en la adquisición y procesamiento de datos hidrográficos, o en el análisis ocean-
ográfico. Este artículo presenta un flujo de trabajo para la detección totalmente automatizada de rocas en 
datos hidroacústicos. Una interfaz gráfica de usuario permite el adiestramiento y evaluación de modelos 
de detección, la ejecución del modelo de detección de rocas, y el post-procesado de los resultados de 
la detección sin programación. Se hace una demostración del flujo de trabajo con datos del sur del Mar 
Báltico. Los resultados de la validación de la detección para varias entradas de datos incluyen un mAP-50 
de 77,83 % para imágenes ráster de intensidades de retrodispersión basadas en sonar de barrido lateral, 
un mAP-50 de 70,46 % para imágenes ráster de ángulos de pendiente basadas en ecosonda multihaz, 
y un mAP-50 de 44,02 % para datos de retrodispersión y batimétricos proporcionados como nubes de 
puntos 3D. 
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1 Introduction
The automation of geospatial data acquisition, pro-
cessing and analysis is a widely researched field that 
is constantly advancing in terrestrial (Kraus, 1997; 
Longley et al., 2005; Van Genderen, 2011) and ma-
rine environments (Lurton, X, 2002; Jong, 2002; Wu 
et al., 2021). Optical measurement techniques such 
as LiDAR (Light Detection and Ranging) and under-
water technology such as sonar (Sound Navigation 
and Ranging) allow large areas of land and water 
bottom topography and backscatter to be surveyed, 
producing highly accurate data that can be displayed 
as either 3D point clouds (Liu et al., 2021) or raster 
data (Schimel et al., 2018).

Seabed topography, morphology and subsur-
face characteristics are typically surveyed using hy-
droacoustic sensors such as side-scan sonar (SSS) 
and multibeam echosounders (MBES). SSS and 
MBES are suitable for comprehensive surveys of 
larger areas in deeper waters. Both sensor technolo-
gies provide backscatter information while MBES can 
also measure depth. The amount of data collected 
can be classified as Big Data, as a single survey can 
reach hundreds of millions of data points. Therefore, 
it is not feasible to perform analysis manually and 
data handling requires powerful computing and ex-
tensive storage solutions (Wlodarczyk-Sielicka & 
Blaszczak-Bak, 2020).

The need for widespread, accurate and up-to-date 
information on the shape of the seabed is critical for 
many marine economic and environmental purposes 
(Jonas, 2023). In particular, the identification of nat-
ural (e.g. boulders) and man-made subsurface ob-
jects is becoming increasingly important (Papenmeier 
et al., 2020). Boulders in particular pose a poten-
tial hazard to shipping. Their exact positions must 
be taken into account in nautical charts, especially 
in areas where minimum underkeel clearance is re-
quired (Mills, 1998). Boulders also provide habitats 
for many marine species and need to be considered 
when building or extending offshore infrastructure 
(Irving, 2009; Grzelak & Kuklinski, 2010; Wenau et 
al., 2020). Identifying objects such as boulders is also 
important for creating accurate Digital Terrain Models 
(DTM) by optimising established Computer Vision 
(CV) methods that separate ground points from the 
Digital Surface Model (DSM) generated by sonar and 
LiDAR (Förstner & Wrobel, 2016; Silva al., 2018).

Identifying small objects such as boulders in large 
datasets can be challenging. Current best practice, 
as outlined in official guidelines (Heinicke et al., 2021), 
recommends the manual identification of boulders 
when analysing large areas. This is achieved by pro-
cessing the sonar data into a mosaic with a resolution 
of 25 cm per pixel and then manually interpreting the 
data. A grid with a resolution of 25 m × 25 m (coastal 
waters), 50 m × 50 m (Baltic Sea) or 100 m × 100 m 
(North Sea) is created for this purpose and catego-
rised according to the number of boulders into three 
categories: no boulders, 1–5 boulders, more than 5 

boulders. This workflow is inefficient, often taking sev-
eral weeks to complete for larger survey areas, and is 
less suitable for producing DTMs.

Within the past decade, deep learning based com-
puter vision has emerged for sonar data (Steiniger et 
al., 2022) and automated boulder detection from hy-
droacoustic data has been an area of interest for a 
number of researchers. Michaelis et al. (2019) trained 
a Haar-like feature detector on 300 kHz SSS data 
for a 12 km2 study area within the Sylt Outer Reef, 
North Sea and could detect up to 62 % of the overall 
occurrence of boulders. Feldens et al. (2019, 2021) 
used the YOLOv4 model for object detection on both 
MBES and SSS data from the west of Fehmarn, 
Baltic Sea. The highest mean average precision (mAP-
50) was 64 % for MBES (slope rasters), and 37 % to 
43 % for two different detection models for SSS data. 
Feldens (2020) used deep learning super-resolution 
to address the limited resolution of many available 
side-scan sonar datasets.

Van Unen & Lekkerkerk (2021) demonstrated a 
classification model on a point cloud derived from 
MBES measurements, where each point is labelled 
as either boulder or seabed. The evaluation showed 
an accuracy of 35.5 %, with almost twice as many 
false positives as true positives for the boulder labels. 
The authors concluded that the algorithm is far from 
trustworthy, but can help surveyors with preliminary 
detections. Problems included a lack of data quality 
and quantity, boulders being only partially classified 
as such, and many small pebbles being detected 
that would not be classified as boulders. Similar is-
sues arise in other areas of remote sensing, such as 
optical sensors: Bickel et al. (2019) detected lunar 
rockfall based on NASA's Lunar Reconnaissance 
Orbiter narrow angle camera (NAC) images with an 
AP of 69 % for an Intersection of Union (IoU) of 50 %. 
Similar to the analysis of SSS data based on backs-
catter intensities, the analysis of the NAC images 
based on albedo is limited by a coarse spatial resolu-
tion of 0.5 m / pixel, and boulders are identified by an 
elevated albedo on their surfaces and a long shadow 
on the sides of the boulders. 

Previously published approaches to boulder detec-
tion are based on academic case studies. In order 
to improve boulder detection for practical hydrog-
raphy and habitat mapping requirements, existing ap-
proaches need to be refined and extended. Different 
hydroacoustic sensors and sensor settings need to 
be considered for a wide range of applications. It is 
also important to make these capabilities accessible 
to a wide range of hydrographic professionals. For 
this reason, it is necessary to make workflows easy 
to use. This can be achieved with a graphical user 
interface (GUI) and automated data processing rou-
tines that eliminate the need for coding or manual 
data transformation. 

This study proposes a workflow that automatically 
detects boulders on both SSS and MBES data. It in-
tegrates with the existing data acquisition, processing 
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and interpretation workflows of hydrographic and ma-
rine environmental professionals. Object detection 
algorithms based on Convolutional Neural Networks 
(CNN) are at the core of the application, but work-
flows including data management, pre- and post-pro-
cessing are equally important, as most available AI 
tools and libraries are not specifically designed to 
work with hydrographic or geospatial data. A desk-
top-based user interface is presented to assist users 
with all key tasks, and a modular design allows for 
flexible expansion (e.g. support for new models and 
data types) in the future.

This paper is structured as follows: Section 2 out-
lines the methodology for AI-based boulder detec-
tion, detailing the tasks to be automated for different 
data inputs and different automated data workflows, 
as well as the configuration, training and evaluation of 
different deep learning models. Section 3 describes 
the software architecture and GUI. Section 4 pre-
sents the application of four different models to two 
different datasets collected using MBES and SSS 
sensors. The results are discussed in Section 5.

2 Workflows for automated boulder 
detection

2.1 Object detection of marine boulders
CNN-based object detection models were used to 
identify boulders in hydroacoustic datasets. A hy-
droacoustic dataset can be represented as a raster or 
a point cloud. In a raster representation, geographic 
space is divided into an array of rectangular or square 
cells to which attributes are assigned. These cells 
are sometimes referred to as pixels and form the ele-
ments of pictures, images or mosaics (Longley et al., 
2005). The term grid, as used in the following, does 
not refer to the data representation or raster data, 
but to a network of equally spaced horizontal or ver-
tical lines (Merriam-Webster, 2024), which may also 

delineate grid cells. 3D point clouds consist of a large 
number of 3D points. Each point consists of three co-
ordinates that uniquely identify its location and optional 
attributes (Liu et al., 2021). This format is preferred for 
many applications related to scene understanding, as 
it preserves the original geometric information without 
any discretisation (Guo et al., 2019). Apart from the 
acoustic waveform, which is not analysed in this paper 
(Kubicek et al., 2020), backscatter intensities and ba-
thymetry are the most common types of information 
included in hydroacoustic datasets. Fig. 1 shows how 
boulders can be visualised using this information and 
how they are annotated by experts as a basis for ob-
ject detection. While MBES data include backscatter 
and bathymetry and can be represented as both 
point clouds and raster data, SSS data are mostly 
represented as raster data as they do not include ba-
thymetry. The following Sections 2.3 and 2.4 describe 
workflows for each of these types of data representa-
tion separately, as they require different sets of tools 
and data preparation. However, several generic con-
cepts form the common basis of both workflows 
and are explained in the following paragraphs and in 
Section 2.2.

CNN models for object detection tasks are typically 
trained on 2D or 3D data supplemented by annota-
tions consisting of bounding boxes. Bounding boxes 
describe an approximate area in which an object is 
located by a surrounding rectangle in 2D space or 
a cuboid in 3D space. Trained detectors can predict 
similar bounding boxes with confidence scores be-
tween 0 and 1 for input data containing similar ob-
jects (Szeliski, 2022). Based on these conditions, 
we have identified the following set of basic tasks 
(T1–T6) that need to be performed: Boulders need 
to be annotated on hydroacoustic data (T1). Based 
on the hydrocoustic data and the annotations, a so-
called ground truth (GT) dataset has to be created in 

Fig. 1 Raster input data: Bathymetry (left), slope (center), side scan sonar backscatter (right) with boulder annotations shown as orange rectangles.
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the specific data format (T2) that is required for the 
training and validation of a specific CNN model (T3). 
A trained and validated model needs to be tested 
(T4) before it can be used to detect boulders on hy-
droacoustic data in a production environment (T5). 
The output of the detection can be post-processed 
to mitigate possible shortcomings of the output or to 
address specific user needs (T6).

Since experts have to create initial GT annotations 
manually, the annotation process has to be designed 
to meet their specific needs and habits of working 
with data (Fig. 2). Sonar datasets are usually visual-
ised as large raster mosaics within a domain-specific 
application or a general-purpose GIS such as QGIS 
and ArcGIS. Within the large mosaics, Regions of 
Interest (ROI) are defined by polygons where anno-
tations are to be created and later extracted from the 
original data. As boulders need to be distinguished 
from seabed and other objects, ROIs without boul-
ders (here called empty ROI) are defined to collect 
examples of the latter features (similar to Feldens et 
al., 2021). Allowing experts to define ROIs within a 
larger dataset is also a means of creating a balanced 
dataset with sufficient variability.

CNN used for image analysis cannot process large 
continuous datasets as a whole. Instances of input 
data are limited to a few thousand pixels or data 
points, depending on available memory. Therefore, 
for both raster and point cloud analysis, the data 
must be retiled or sliced in order to be processed it-
eratively. This approach is similar to that reported by 
Feldens et al. (2021) and Bickle et al. (2019). Thus, 
all input data are overlaid with a regular grid, where 

the cell size and the overlap between the cells are 
defined depending on data resolution, object sizes 
and model characteristics (Fig. 3). It is necessary to 
define the overlaps because some objects are only 
partially included at the grid cell boundaries and are 
therefore difficult to detect. An overlap larger than the 
size of the expected objects ensures that all available 
data from each object are included in one grid cell. 
Cases where objects occur in more than one grid cell 
due to the overlap, or where objects are truncated at 
the cell boundaries, must be dealt with by dedupli-
cation at a later stage in the workflow. The size of the 
data slices is limited by the hardware used, such as 
the performance and memory of the graphics card, 
and the way in which the chosen algorithm uses it. 
Working with larger slices results in fewer overlapping 
areas to deal with, but may result in larger areas of no 
data at the boundaries of an ROI.

A common pattern for training and evaluating 
models in machine learning and deep learning is to 
split the GT data into three parts: A large training da-
taset for iteratively optimising the model weights and 
hyperparameters during training, a smaller validation 
dataset for monitoring error (or performance) metrics 
during training and selecting the best weights (early 
stopping), and a test dataset for evaluating the model 
based on data not involved in training (Lakshmanan 
et al., 2022). The division between training and val-
idation data in this paper is done by randomly as-
signing data slices to either the former or the latter 
in a ratio of 9:1. This ratio is maintained for each ROI 
as well as for the input dataset as a whole. Since the 
number of data slices within an ROI is not always 

Fig. 2 Slope mosaic from MBES data of the Kadetrinne, German Baltic Sea. The black dots represent the individual annotated boulders.
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divisible by 10, the absolute counts of the assigned 
slices are rounded to the nearest integers. The test 
dataset in this work is completely separated from the 
training and validation data.

For many CV and machine learning tasks, exten-
sive reference datasets exist for benchmarking and 
comparing algorithms, such as ImageNet (Deng et 
al., 2009), MS COCO (Lin et al., 2014) and Pascal 
VOC (Everingham et al., 2014) for image-based 
tasks and the KITTI (Geiger et al., 2013) and Waymo 
(Sun et al., 2019) datasets for tasks on 3D objects, 
point clouds and autonomous driving data. The most 
common metrics for evaluating such object detec-
tion tasks in both 2D and 3D spaces are the mean 
Average Precision (mAP), an average of all Average 
Precision (AP) values across different classes or cat-
egories, and the Intersection over Union (IoU; Hosang 
et al., 2016). As the datasets in this paper contain 
only one class and category, namely boulder, the dis-
tinction between AP and mAP is not made. However, 
the mAP is a primary measure for evaluating object 
detection as it combines multiple important metrics 
and model outputs into one value. The IoU is based 
on pairwise comparisons of GT bounding boxes 
with predicted model bounding boxes, where the 
common intersection area is divided by the com-
bined area of both shapes, i.e. two identical boxes 
have an IoU of 1 % or 100 %. 

An IoU threshold determines the AP and the meas-
ured number of true positives TP (predictions that 
match a GT box), false positives FP (predictions that 
do not match) and false negatives FN (GT boxes with 
no matching prediction), which the metrics precision 

TP/(TP+FP) and recall TP/(TP+FN) are calculated. In 
practice, different IoU thresholds are used for AP cal-
culation depending on the task, but it is common to 
use either a threshold of 50 % or to perform multiple 
calculations with different thresholds between 50 % 
and 95 % and calculate the average (Hosang et al., 
2016). A high precision model will have few FPs rel-
ative to its TP, without any indication of how many 
GT instances were actually predicted. High recall in-
dicates that many GT boxes are matched by predic-
tions with no indication of FP. Ideally, a model should 
have both high recall and high precision. However, 
by filtering predictions with confidence threshold, the 
model’s output could be optimized for either preci-
sion or recall. The AP combines precision and recall 
by calculating an average over different confidence 
thresholds (e.g. over the precision/recall curve). All of 
these metrics are also used, with some variation, by 
the AI libraries and tools described in this paper. They 
can be given either as values between 0 and 1 or as 
percentages. As a convention in this work, all mAP, 
IoU and recall values are expressed as percentages. 
IoU thresholds are indicated by a number appended 
to the metric, e.g. mAP-50 for a threshold of 50 %.

2.2 Technical challenges
Most of the available AI tools and libraries, in particular 
those used in this work (Darknet, MMDetection3D 
and the Ultralytics framework), are not designed for 
processing hydrographic or geospatial data. This 
poses several challenges: If the work is based on 
such tools, the input data have to be converted into 
other data formats with a possible loss of information, 

Fig. 3 A 30 m × 30 m grid with 5 m overlap over GT bounding boxes, and an ROI.
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i.e. the coordinate reference system, among others. 
For the output, in turn, spatial references have to be 
derived from the context of the input. Information 
on how to transform hydrographic information into 
non-hydrographic formats and how to contextualise 
non-hydrographic output with domain knowledge 
needs to be maintained separately. 

It is not only the object detection algorithms that 
are not ideal for large geospatial and hydrographic 
datasets, but also the established annotation tools, 
such as Label Studio1 for image data and CVAT2 for 
image, video and point cloud annotations. In the con-
text of this work, many of the available and frame-
work-compatible tools for 2D image annotation are 
designed to annotate images of normal image size 
rather than larger mosaics. The tools available for 
point cloud annotation are also designed to annotate 
smaller 3D scenes and do not perform well on mul-
ti-gigabyte (GB) datasets. Although it would be pos-
sible to first slice the sonar data and then annotate 
each tile using one of these tools, there are several 
drawbacks to this approach: Annotations are created 
in image coordinates or local 3D coordinates and 
stored in a specific format compatible with a family 
of algorithms (e.g. YOLO or KITTI format). Geospatial 
references are not retained, making it difficult to con-
textualise or integrate these annotations with other 
hydrographic or geographic information. It would be 
more difficult for experts to select ROI or get an over-
view when working from scene to scene than when 
working with the whole dataset, and they would have 
to learn to work with new software. It was therefore 
decided instead, to use established GIS software 
to draw geographically referenced polygons around 
boulders, and to write data converters to transform 
this data into specific annotation formats (Feldens et 
al., 2021). This approach is also more versatile, as 
it allows the same data to be reused for different al-
gorithms and grid schemes, depending on changing 
hardware and software requirements.

The hardware and software requirements also 
specify the selected AI tools and settings. The experi-
ments and software development were mainly carried 
out on a Windows 10 workstation computer with an 
NVIDIA 3080 Ti graphics card. The aim of this work 
is to enable boulder detection on similarly equipped 
desktop or server computers. Key considerations for 
the software and algorithms used in this work include 
the availability as an actively maintained open source 
implementation, sufficient stability, and applicability to 
common object detection use cases. 
2.3 Raster-based boulder detection
A previous study by Feldens et al. (2021) used 
YOLOv4 (Bochkovskiy et al., 2014), implemented on 

the open source framework Darknet3 as a backbone 
for raster-based boulder detection. The current work 
reuses parts of the publicly available source code4  
and workflows and partially incorporates the newer 
model architecture YOLOv85 , based on PyTorch. 

The hydroacoustic data input to this workflow is ex-
pected as pre-processed raster files in GeoTIFF format, 
i.e. gridded sonar data with a resolution of 25 cm × 
25 cm per pixel. Data pre-processing is specific to the 
input types, and is described, for example, in Wilken 
et al. (2016) for SSS imagery, in Lurton et al. (2015) 
for MBES backscatter imagery and in Gao (2009) and 
Ferreira et al. (2022) for bathymetric datasets. Feldens 
et al. (2021) explored different types of raster deriva-
tives and how well they perform for boulder detection. 
Based on these publications, it was decided to train 
SSS-based models with backscatter rasters and to 
train MBES-based models on rasters of slope values 
calculated from bathymetry rasters (QGIS.org, 2024). 
Experiments with YOLO4 and bathymetry rasters, 
and composite images combining bathymetry resp. 
slope with backscatter data into multi-channel im-
ages, confirmed previous findings that they give worse 
results than slope data alone (Feldens et al., 2021). 
These examinations are therefore not included in this 
paper. Slope data is preferred to hillshading because 
the latter conversion is more deterministic, results in 
a fixed range of values between 0 and 90 degrees, 
and eliminates the absolute depth as a variable from 
which boulder detections should be independent. 
The YOLOv4 implementation used is only compatible 
with 8-bit greyscale images and 32-bit RGB images, 
which means that each raster cell in a band can only 
have an integer value in the range [0,255]. Whilst ab-
solute depth values would be constrained by this lim-
itation, slope values could still be represented with 
reasonable accuracy above the sensor accuracy. The 
GeoPackage (GPKG) was chosen as the file format for 
both vector input (boulder annotations and ROI) and 
detection output.

The first automated step in the raster-based work-
flow, after data pre-processing and GIS-based anno-
tation (T1), is the creation of a training dataset (T2), as 
shown in Figs. 4 and 5, divided for visual purposes 
only. Larger segments of the input raster files are ex-
tracted by overlaying them with the polygons defining 
ROIs (Fig. 4). Rotated copies of these slices are cre-
ated at different angles, so the CNN is trained with 
the data of different orientations and learns to rec-
ognize boulders independent from their alignment. 
Rotating larger mosaics instead of small tiles also 
has the advantage that rotations that are not multi-
ples of 90° will later result in tiles without edges that 
have no data. Therefore, it is not necessary to crop 

1  Label Studio: https://labelstud.io (accessed 14 March 2024).
2  Computer Vision Annotation Tool (CVAT): https://www.cvat.ai/ (accessed 14 March 2024).
3  Darknet implementation of Yolov4: https://github.com/AlexeyAB/darknet (accessed 19 February 2024).
4  Source code of previous studies: https://gitlab.com/pfeldens/BoulderDetection (accessed 19 February 2024).
5  YOLOv8: https://github.com/ultralytics/ultralytics (accessed 19 February 2024). 
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and scale these tiles to remove the edges. Next, the 
slices are divided into small, slightly overlapping tiles 
of the same size and scale, small enough to be more 
effectively processed by the CNN. 

Once these tiles have been created, it is then de-
termined for each tile whether and where there are 
boulders in the image (Fig. 5). Since GeoTIFF images 
can be processed like TIFF images without losing their 
spatial reference, the overlap between annotations 
and tiles can be determined using conventional spatial 
joins. For each tile, a text file is created with the image 
coordinates of all boulders. Bounding boxes that are 
partially visible within a tile are included if their dimen-
sions equal or exceed a defined threshold of 75 cm in 
width and height of the height intersection area, which 
is equal to 3 pixels in width and height for the given 
resolution of the input data. In order to not exclude 
very small boulders by this threshold, bounding boxes 
are also included if they are at least 25 % visible in 
width and height. Partially visible bounding boxes are 
cropped to the visible area of the respective tile. These 

thresholds are based on empirical reviews of the data 
where artefacts of 2 pixels or less in either width or 
height could not be identified as boulders.

Finally, the tiles are randomly divided into training 
and validation datasets (Section 2.1). As it was found 
that a disproportionately large number of empty tiles 
leads to inefficient training with a very slow increasing 
mAP, it is also possible to limit the percentage of these 
tiles compared to the tiles with boulders. A limit of 40 
% was used in this work.

Training and validation (T3) are entirely performed 
by the backend software (either Darknet or PyTorch, 
depending on the model used). The software is con-
figured by the user, facilitated by a GUI. Tested default 
values are suggested by the software. Various data 
enhancement techniques such as mosaicking, resca-
ling, adding noise and varying saturation are also per-
formed internally.

The test (T4) is carried out separately by comparing 
the GeoPackage of boulder annotations from the test 
dataset with the GeoPackage of detections, taking 

Fig. 4 Extracting ROI and tiles from large mosaics with data augmentation through rotation.

Fig. 5 Inferring annotations and metadata for each tile and performing an optional data split.
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into account the defined ROIs. Python converters are 
written to extract the boundaries of each polygon and 
convert them to the bounding box format expected 
by the TorchMetrics Python package. The GT and 
detected data are then filtered and grouped by ROI. 
If the ROIs are irregular in size and shape, or if they 
contain much more than 100 GT annotations, it may 
be necessary to impose a regular grid on the ROI in 
order to efficiently calculate accurate performance 
metrics, as shown in Section 4.3. 

Fig. 6 shows how the boulder detection (T5) and 
optional post-processing (T6) are implemented and 
automated. Similar to the GT data, the input data has 
to be retiled. The premise of this work is that optimal 
results are obtained when the tile size is the same 
as for the GT data, although empirical tests have 
shown that reasonably good results can be obtained 
with slight variations in tile size and with adjusted 
user-defined settings. The detection model pre-
dicts bounding boxes in image coordinates relative 
to the dimensions of each tile. Since GeoTIFF tiles 
contain geospatial metadata, these local coordinates 
could be transformed into the coordinate reference 
system of the input data. All georeferenced bounding 
boxes are then merged as polygons into a single 
GeoPackage file.

The model results in their current implementation 
often have the drawback of detecting the same boul-
ders multiple times, due to the edge case of over-
lapping tiles (Section 2.1), but also due to properties 
of the predicted annotations and the algorithm itself. 
To eliminate these duplicates in a heuristic way, the 
clustering algorithm DBSCAN (Density-Based Spatial 
Clustering of Applications with Noise; Ester et al., 
1996), as implemented by the Python package 
Scikit-learn6, can be applied, using user-defined 
weights as criteria. In summary, DBSCAN considers 
objects to be part of a cluster if they are reachable 
from each other according to a distance function that 
produces a numerical value that should be below a 
defined threshold.

This distance function has been replaced by a 

custom function that only considers overlapping 
bounding boxes and distinguishes between pairs 
of bounding boxes that originate from different tiles 
(edge cases) and those that have a high degree of 
overlap for other reasons, such as the shadow of a 
boulder, which is sometimes detected as a second 
object nearby. The likelihood that two bounding boxes 
are unique (not duplicates) is computed as a value 
between 0 and 1. In the first case, where bounding 
boxes originate from different tiles, the likelihood is 
computed from the minimum relative separation of 
two shapes, i.e. 0 indicates that one bounding box 
is completely contained by the other and 1 indicates 
that there is no overlap. In the second case, the 
likelihood is aggregated from three factors: the min-
imum relative separation, the relative similarity of the 
areas, and the similarity ratio of width to height. The 
threshold below which two bounding boxes are con-
sidered duplicates and the weighting of each factor in 
the likelihood calculation are determined empirically.

If a cluster is found, all polygons are merged into one 
entity using a convex hull. The maximum of all included 
confidence values is used as the merged cluster de-
tection confidence. Since the worst case complexity of 
DBSCAN is O(n2), execution is accelerated by pre-clus-
tering based on a safe threshold of Euclidean distance 
(larger than the largest observed object), taking advan-
tage of the better performance of the built-in distance 
metric as opposed to the custom metric.

2.4 Point cloud-based boulder detection
The MMDetection3D7 platform for general 3D ob-
ject detection (Zhang 2023) is used for the training, 
validation and boulder detection of MBES-based 
point clouds. The platform supports a variety of al-
gorithms for point cloud-based object detection, 
although they have so far been developed, tested 
and applied to LiDAR data and not to sonar data. 
It is assumed that MBES-based and LiDAR-based 
point clouds are similar enough to apply these 
algorithms to the given use case. The specific algo-
rithms used here are SECOND (Sparsely Embedded 

Fig. 6 Workflow for detecting and optional post-processing boulders on raster files. 

6  DBSCAN on Scikit: https://scikit-learn.org/stable/modules/generated/sklearn.cluster.DBSCAN.html (accessed 19 February 2024).
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Convolutional Detection; Yan et al., 2018) and SA-
ASSD (He et al., 2020). On KITTI test data with 
LiDAR point clouds, SECOND reached an AP-70 
between 65.82 % (category hard) and 83.34 % (cat-
egory easy) and SA-SSD reached 74.16 % (hard) 
and 88.75 % (easy) (He et al., 2020).

Due to the early stage of development, the point 
cloud-based workflow is not as sophisticated as the 
grid-based workflow described above. The parti-
tioning of the data, the creation of the GT data and 
the recognition are inherited from the raster-based 
approach. The only difference is that instead of retiling 
raster files, files of 3D points are grouped and option-
ally split into training and validation data. Groups or 
sections of points are not explicitly rotated because 
MMDetection3D can be configured to perform rota-
tions and other geometry manipulations internally. In 
the current version, GT data is initially annotated in 
the same way as the raster-based approach, i.e. by 
drawing 2D polygons in QGIS based on a mosaic file. 
A converter has been written that converts these pol-
ygons to 3D bounding boxes and estimates height / 
depth based on the shallowest and deepest points 
that fall within the area of the box. The results are 
checked and adjusted on a random basis.

The 3D geometries (Fig. 7) used to train the point 
cloud models are based on UTM projected geo-
graphic coordinates and depth. MBES backscatter is 
introduced as additional information. The MBES data 
are provided as comma-separated values (CSV) files, 
where each row represents a data point, including 
geographic coordinates, depth, signal intensity and 
beam angles. As part of the data pre-processing, ex-
perts have already flagged erroneous data in these 
files so that they can be excluded from the point 
cloud. The data points are not presented in any 
spatial order, but in the chronological order in which 
they were recorded by the MBES, with each file rep-
resenting a track line followed by the survey vessel. 
As with the raster-based approach, the point cloud 
is usually much too large to be used directly as input 
data for model training. Instead, the point cloud needs 

to be broken down into smaller data slices that the 
AI backend can sequentially process with the avail-
able hardware (i.e. graphics cards). Intermediate pro-
cessing steps using Python also require data slicing, 
as loading a dataset with millions of data points into 
the main memory exceeds the capabilities of many 
desktop and server computers.

The chronological sorting of the points in the raw 
data does not allow direct partitioning into smaller 
spatially organised subsets. Due to the large number 
of points, it is necessary to reorganise and subdi-
vide the data in an efficient and hardware-friendly 
way: First, all CSV files are read and appended to 
the same GeoPackage file. Since GeoPackage uses 
a SpatiaLite database internally, the data can then be 
queried according to a given spatial extent (bounding 
box of a grid cell). For the full extent of the dataset, 
which can also be queried, a spatial grid is con-
structed where each grid cell is defined by width, 
height and an overlap with neighbouring cells. Ground 
truth datasets are then constructed based on all grid 
cells that overlap with any region of interest. For each 
grid cell, all data points within the cell and an ROI are 
written to a separate file. All boulder annotations that 
overlap (at least partially) both the cell and the ROI are 
written to an associated annotation file. In this way, the 
boulders that are only partially visible within the cell are 
also annotated. The resulting dataset conforms to the 
standard layout of KITTI datasets (Geiger et al., 2013) 
and the requirements of the MMDetection3D software 
documentation for this type of data.

An optional pre-processing step is the de-trending of 
depth values, which is similar to ground filtering proce-
dures (Silva et al. 2018; Gomes et al. 2023): For each 
3D point, the mean depth of the k nearest neighbours 
is determined using the k-nearest-neighbours search 
algorithm of the library Open3D, based on FLANN 
(Muja et al., 2014; the experimental setups mentioned 
in Section 4.2 used k=200). The actual depth of the 
points is reduced by this mean depth. The resulting re-
siduals are then used for training and validation data.

For the detection output, 3D bounding boxes are 

Fig. 7 MBES ground truth data with boulders annotated with 3D bounding boxes.

7  MMDetection3D: https://github.com/open-mmlab/mmdetection3d (accessed 19 February 2024).
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converted and merged into similar GeoPackage files 
as for the 2D raster-based approach (Section 2.3), 
but with the bottom depth and the height of each 
box included in their attributes. As a result, the same 
optional deduplication methods can be applied 
and detection performance can be evaluated in 2D 
space on the same test data that are used for the 
raster-based models.

3 Software design and realization
A software architecture and a prototype graph-
ical user interface are presented below. They allow 
seamless integration into the operational workflows 
of potential users such as hydrographic offices and 
scientific institutions.

3.1 Software architecture
The software is written in Python 3.10 and was ini-
tially based on the public source code published by 
Feldens et al. (2021). It has been developed from a 
set of command-line processing tools to a modular 
software where data representation, workflow func-
tionality and GUI are structured in packages. These 
types of modules form a functional division of the 
software into three layers, where the user interface 
(presentation layer) executes methods from the work-
flow modules (logical layer). Both the GUI modules 
and the workflows use object-oriented representa-
tions of the data layer for input and output. The data 
layer has no dependencies on workflows or the GUI, 
and the workflow has no dependencies on the GUI 
and can be used by itself as a Python interface. 
Darknet and MMDetection3D each serve as the AI 
backends of the software. Due to the modular design, 
other backends can be added as they become viable 
for boulder detection and similar tasks. The generic 
workflow package is the common (non-graphical) 
interface for all backends and provides Python 

methods for the tasks T2–T6 described in Section 
2.1. GIS-based annotation (T1) is not implemented 
in this software.

The application uses the NumPy and pandas li-
braries for data processing and numerical opera-
tions. Several open source libraries are used for 
processing geographic vector and raster data, such 
as GeoPandas, PROJ, GDAL and OGR. The GUI is 
based on Tkinter (Python interface to Tcl/Tk) and is 
therefore designed for desktop use. As the software 
is modularised, different interfaces such as brows-
er-based UIs can be added in the future. In order 
to organise the data in an efficient way, users can 
define local workspaces with respect to the work-
flow, so that input data, derived GT datasets, model 
configurations, trained models and detected data 
are organised in separate folders. This is useful be-
cause each of these data types can have a one-to-
many or many-to-many relationship with the others, 
i.e. the same input data can be used to create a 
GT dataset, and a GT dataset can be composed of 
different input data. Similarly, a model configuration 
and a GT dataset can be reused to train different 
models. Models and data can also be shared sepa-
rately for re-use by other users.

3.2 User interface
In order to make automated boulder detection 
accessible to non-programmers, a GUI has been de-
veloped (Fig. 8). The current version of this interface 
consists of four horizontal tabs, each corresponding 
to an automated workflow task (T2: training data 
preparation, T3: model training and validation, T5: de-
tection, T6: post-processing). A testing interface (T4) 
will be added in the near future. Each tab contains 
an input form with mandatory file inputs and outputs 
and optional settings. All settings can be saved as 
JSON files, shared as such and reloaded on different 

Fig. 8 Prototypical GUI of the boulder detection software.
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machines. It is planned to develop this interface fur-
ther in response to user feedback. Different interfaces 
will be possible in the future, such as a cloud-based 
server application programming interface (API) and a 
browser-based GUI.

4 Showcase Baltic Sea
4.1 Ground truth data
Fig. 9 shows where the GT data were collected in 
the German Baltic Sea. An MBES dataset M-TR from 
the Kadetrinne and an SSS dataset S-TR from the 
Western Rönnebank are used for training and vali-
dation of the boulder detection models. An MBES 
dataset M-TE and an SSS dataset S-TE were also 
acquired within the Western Rönnebank for testing 
purposes. For the S-TE test dataset there are two dif-
ferent subsets. S-TE1 was collected in 2022 and is 
based on a different survey than S-TR, which was col-
lected in 2020. S-TE2 is based on the same survey as 
S-TR. The boulder annotations of M-TE, S-TE1, S-TE2 
are based on approximately the same ROIs. None of 
these ROIs overlap with the ROIs of S-TR.

From the key statistics in Table 1, it can be seen 
that approximately 6,000–7,000 boulders were an-
notated for each training dataset and a few thousand 
boulders were marked for testing. All four datasets 
were annotated by the same expert by the method 
described in Section 2.1. 

However, the sizes of the bounding boxes are 
not equally distributed between the training and test 
data. This is particularly obvious for the dataset S-TR 
and S-TE1 in comparison (Fig. 10). As all the raster 
mosaics were rasterized to a resolution of 25 cm × 
25 cm per pixel, it can be estimated that the mean 
bounding box in the S-TR (the largest mean) covers 
about 71 pixels, while the mean for the S-TE1 is only 
25 pixels. One reason is that for S-TE1, the sonar 
device was towed in a higher altitude by the vessel, 
with a difference in altitude of 2-4 m. That causes 
boulder shadows and boulders in general to appear 
smaller to humans. For S-TR and S-TE2, on the other 

hand, the distribution of bounding box sizes is similar 
because the tow altitude and detailed device settings 
are consistent across both datasets. Similar biases in 
the distribution of bounding box sizes could be ob-
served for M-TR in comparison to M-TE, although the 
differences are smaller.

The datasets contain various gaps where data are 
missing due to measurement errors. Manual inspec-
tion showed that some boulders with data gaps could 
only be detected after filling these gaps by interpo-
lation based on the neighbouring values. However, 
no significant changes in mAP and IoU could be ob-
served for training with and without filling the gaps in 
the GT data, possibly because not enough instances 
of boulders with gaps were part of the validation data.

For M-TR and M-TE, the same annotations for boul-
ders and ROIs were used for both point cloud-based 
and raster-based boulder detections.

4.2 Model training and validation
The models presented in this paper are the empir-
ical results of 68 documented model training runs, 
where the training dataset as well as the hyperpa-
rameters were iteratively adjusted for optimal results, 
guided by the validation data. 16 experiments were 
performed on rasterised SSS data using YOLOv4, 
13 on rasterised MBES data using YOLOv4 
and 34 on point cloud-based detection using 
MMDetection3D. Five experiments were performed 
on YOLOv7 and YOLOv8 with promising results for 
YOLOv8 (Table 2). Many of these experiments failed 
due to poor neural network configuration, hardware 
and software limitations, or very low performance 
measurements for the validation data. A common 
reason for poor performance was an inappropriate 
ratio of network resolution to tile size, which was re-
solved by increasing the former or decreasing the 
latter. For MMDetection3D, mAP-50 values did not 
converge and did not exceed 15 % during trainings 
with object noise turned on, a setting that rotates 
and translates points only within 3D bounding 

Fig. 9 Study sites from which training, validation and test data are taken.
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boxes. After manual inspection of the boulder de-
tection results, the training data was revised several 
times in order to ensure that many different views of 
boulders and the seabed are represented and accu-
rately annotated. In cases where promising results 
were achieved, the hyperparameters of the neural 
network (i.e. resolution, learning rate) and the setup 
of the training dataset were iteratively optimised. For 
the rasterised MBES data, the best results were ob-
tained with slope-converted data. Experiments with 
combined bathymetry and backscatter values (e.g. 
slope values in the R-channel and intensity values in 
the G-channel of an RGB image) performed worse 
than slope data alone, which is similar to the find-
ings of Feldens et al. (2021).

Table 2 shows the main results of the study. For each 
model, the performance metrics (mAP and IoU) were 
reported by the libraries used (Darknet, MMdetection3D 
and Ultralytics). Using the above methodology, YOLOv4 
achieved a mAP-50 of 65.66 % on SSS backscatter 
data. However, the result required a workaround for 
the often-reported weakness of YOLOv4 to not detect 
small objects well: The tile size was set to 60 px × 
60 px, and although the network could be trained with 
a resolution of 608 px × 608 px on the given hard-
ware, using larger tiles would lead to much worse 
results. However, model WRB-HF-8c was trained 
and validated using the exact same GT dataset as 
WRB-HF-8b, but with all tiles scaled up to 608 px 

× 608 px using cubic resampling. Although the av-
erage IoU is lower for the selected best weights, the 
mAP-50 increased by almost five percentage points. 
The same GT dataset was also used to train the 
YOLOv8 model, with a further improvement of over 8 
percentage points. The advantages of YOLOv8 over 
YOLOv4 could not be further investigated at this stage. 
With a mAP-50 of around 70.46 %, MBES / slope-
based boulder detection performs in the same range 
or slightly better than backscatter intensities on their 
respective validation data.

The trials of the point cloud-based models 
SECOND and SA-SSD achieved mAP-50 and re-
call-50 values of 24.15 % / 41.85 % and 44.02 % 
/ 48.89 % respectively, based on 3D instead of 2D 
bounding boxes. An increased recall was measured 
for KDR-V34, i.e. many bounding boxes from the 
GT were recognised, albeit with a low accuracy of 
the IoU. However, the low mAP and visual inspec-
tion indicate that the model produces a high number 
of false positives with the given configuration. The 
SA-SSD-based model was trained on depth re-
siduals rather than absolute depths. Although 
the mAP-25 and recall-25 are both lower than for 
KDR-V34, the results for mAP-50 and recall-50 
are better, with fewer indications of false positives. 
However, the SA-SSD model could not be investi-
gated further due to technical difficulties. Not shown 
in Table 2 is a model based on SECOND trained 

Fig. 10 Bounding box sizes of training (blue bars) and test (orange bars) datasets for SSS in comparison.

M-TR M-TE S-TR S-TE1 S-TE2

Sensor MBES: Teledyne-Reson 
Seabat 7125-SV2 MBES: R2Sonic 2024 SSS: Klein Marine Sys-

tems - Klein 4000
SSS: Klein Marine Sys-
tems - Klein 4000

SSS: Klein Marine Sys-
tems - Klein 4000

Frequency (kHz) 400 400 400 400 400

Marked boulders 6,836 1,291 5,909 2,417 2,180

Area of ROI (in m²) 489,028 155,167 827,500 155,167 155,167

Area of empty ROI (in m²) 719,141 34,096.8 2,202,500 34,096.8 34,096.8

Bounding box area in m²

Min

1st quartile

Mean / Median

3rd quartile

Max

0.71

3.14

3.83 / 4.0

4.0

25.50

0.94

1.88

2.47 / 2.31

3.14

8.44

0.62

2.72

4.42 / 3.7

5.13

57.78

0.33

1.09

1.59 / 1.43

1.88

8.98

1.01

2.61

4.03 / 3.51

4.71

19.85

Table 1 Key statistics of the training and test datasets.
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on depth residuals. This is because the results were 
very similar to KDR-V34 and were therefore consid-
ered redundant.

4.3 Model testing and comparison
This section describes how the trained models that per-
formed best on their respective validation data (10 % 
of the tiles from M-TR and S-TR) were applied to the 
M-TE and S-TE test datasets and finally evaluated. 
Overall, all models perform worse than on the vali-
dation data. This is to be expected, as the datasets 
are not involved in the training, but also due to other 
differences such as the discrepancy in the bounding 
box size distribution.

Fig. 11 shows GT data and boulder detections 
for a small area of approximately 420 m². The small 
numbers in the boxes indicate the confidence of the 
prediction, ranging from 0 to 1. Predictions less than 
0.1 have been suppressed for all models except KDR-
V34. For KDR-V34, the number of predictions with low 
confidence was so high that the filter had to be set to 
0.15 in order to obtain a useful output based on visual 
assessment. From visual observation, the model with 
the best fit to the GT data is KDR-Slope-1d and the 
WRB-HFc model in respect to S-TE2 only. KDR-V34 
makes plausible predictions for boulders that are easy 
to detect, but the false positives degrade the result. 
Both SSS-based models fail to predict small bounding 
boxes, particularly in S-TE1.

Table 3 and 4 show the performance metrics of 
four models and basic statistics of the GT data of the 
test regions. Each performance measure includes 
two values per model: the first value is derived from 
the output of the detection workflow, and the second 
from the deduplicated predictions. For each ROI, 
the predictions and GT annotations were used as 
input to the Python package TorchMetrics, using the 
package pycocotools as a backend to calculate met-
rics such as mAP and IoU. Pycocotools is based on 
the official API used to benchmark object detection 
and segmentation models (Hosang et al., 2016) on 

the MS COCO dataset (Lin et al., 2014), and is inte-
grated into several applications, including YOLO8 / 
Ultralytics and MMdetection3D. Typically, object de-
tection images are computed individually per image 
and then aggregated across all images and object 
categories. However, for evaluating boulder detec-
tion tasks, the area over which GT and predictions 
are compared is critical. Calculating metrics per ROI 
without considering the irregular areas of the ROIs, 
especially for M-TE and S-TE, would lead to biased 
aggregation results. The scoring algorithm also be-
comes inefficient if too many predictions are included 
per image. By default, the number of predictions 
evaluated is limited to 100. Therefore, it was decided 
to overlay a grid and thus compute and aggregate 
detection metrics for equally sized grid cells (Fig. 12). 
A bounding box is included in an input slice if at least 
50 % of its area is within the corresponding grid cell. 
The cell size of 15 m × 15 m was empirically chosen 
to closely match the shapes of the grid and the ROIs 
and to keep the number of predictions per grid cell 
sufficiently low. At the same time, the number of grid 
cells should be small in order to avoid edge cases. 
Tables 3 and 4 show the detailed results of the test 
evaluation. The differences in the GT area and the 
number of GT instances compared to Table 2 are a 
result of the gridding process.

5 Discussion
Data acquisition in the marine domain is time con-
suming and therefore expensive, and the collected 
data must serve multiple purposes (“map once, use 
many times”). It is therefore necessary to have efficient 
data processing and analysis techniques at hand. As 
we show in this study, boulder detection is possible 
with high accuracy and reliability from different input 
data (data and data derivatives from MBES and SSS) 
supported by the developed workflow. 

Some disadvantages of SSS-based boulder sur-
veys are evident from the drastic decrease in mAP 
(Table 4), down to 0 for mAP-50, for SSS models, 

Code name Training dataset Model architecture / library Best performance (Validation data)

WRB-HF-8b S-TR / backscatter mosaic YOLOv4 / Darknet
avg. IoU = 66.70 % 
mAP-50 = 65.66 % 
mAP-25 = 71.36 %

WRB-HF-8c S-TR / backscatter mosaic upscaled 
tiles YOLOv4 / Darknet

avg. IoU = 62.32 % 
mAP-50 = 69.39 % 
mAP-25 = 73.75 %

WRB-HF-8-y8-a WRB SSS-mosaic backscatter upscaled 
tiles YOLOv8 / Ultralytics

mAP-50: 77.83 % 
mAP-50:95: 44.71 % 
Recall: 69 % 
Precision: 75.67 %

KDR-Slope-1d M-TR / slope mosaic YOLOv4 / Darknet mAP-50 = 70.46 % 
avg. IoU = 64.63 %

KDR-V34 M-TR / point cloud bathymetry SECOND / MMdetection3D

mAP-25: 59.15 % 
Recall-25: 81,56 % 
mAP-50: 24.15 % 
Recall-50: 41.85%

KDR-SA-SSD-V24 M-TRPoint cloud detrended bathymetry SA-SSD / MMdetection3D

mAP-25: 52.6 % 
Recall-25: 55.24 % 
mAP-50: 44.02 % 
Recall-50:48.89 %

Table 2 Boulder detection models and validation results.
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depending on the test area. The appearance of boul-
ders in SSS data does not reflect their true geom-
etry, but is a result of the insonification angle (similar 
to work on lunar rockfalls, Bickel et al. 2019). This 
depends on the distance of a boulder from the 
side-scan sonar and the tow geometry, and may 
contribute to a different appearance of boulders at 
a survey site compared to the training dataset. For 
site S–TE1 (Fig. 10) this resulted in apparently smaller 
boulders that the trained model was unable to detect. 
Where the boulder characteristics were similar be-
tween test and training sites (site S–TE2, Fig. 10 and 
Table 4), the results of the model trained on SSS data 
were in line with the expected performance based on 
the validation datasets. The MBES data more closely 
represent the actual boulder geometry and are there-
fore less affected by changing survey geometries 
(the resolution still changes with increasing cross-
track distances), and the MBES data are suitable 
for segmentation of boulder geometries in the next 

step of the modular software. On the other hand, in 
shallow waters of less than 10 m, MBES surveys are 
time consuming (Schneider von Deimling & Feldens 
2021) and SSS data can be collected more quickly. 
Therefore, there is no inherently superior data collec-
tion method, and hydrographic professionals must 
decide on the appropriate collection method based 
on the actual application.

The largest source of uncertainty in model eval-
uation is the collection and annotation of GT data. 
Feldens et al. (2021) highlighted that the annotation 
of boulders by different experts can vary by as much 
as 30 %, demonstrating the subjective nature of this 
manual process of generating label data to evaluate 
model performance. The majority of boulders in the 
databases have only been identified by a single ex-
pert, but in images that contain artefacts and some-
times high noise (a prominent example in the Baltic 
Sea are artefacts due to acoustic scattering in a strat-
ified water body). As a result, there are a significant 

Fig. 11 GT and detection data for a selected area within M-TE and S-TE1.

M-TE

GT instances 1,193

GT area (m²) 201,600

Model KDR-Slope-1d KDR-V34

mAP-10 57.10 / 61.03 13.08 / -

mAP-25 43.81 / 44.76  8.23 / -

mAP-50 1.11 / 0.63 0.70 / -

recall -10 64.63 / 62.78 96.65 / -

recall -25 53.98 / 51.05 85.33 / -

recall-50 8.21 / 5.87 17.18 / -

Predictions 1,024 / 813 48,557 / -

Table 3 Performance of models on MBES test dataset before and after deduplication.
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number of boulders that may not be detected by 
the expert, as well as a number of anomalies that 
are misidentified as boulders. Apart from geometric 
artefacts, certain types of boulders (e.g. small boul-
ders), artefacts or seabed conditions may in principle 
be under-represented in the training and validation 
data and their inclusion could improve the results 
on the test datasets. It is uncertain to what extent 
these false positives, false negatives and sub-op-
timal training data adjustments present in the GT 
database affect model performance. Another factor 
is the accuracy with which the bounding boxes can 
be repeatedly drawn by the human expert. A shift of 
a few pixels can change the size of the bounding 
boxes significantly (e.g. when annotating different 
scales of view, on rotated images or by different ex-
perts) and thus change the IoU comparison with the 
model results, especially for smaller boulders. This 
is indicated by reduced mAP-50 values for the test 
datasets, where the mAP-25 values more accurately 
represent model performance. This problem of var-
iable size bounding boxes is more inherent to side 
scan sonar mosaics, i.e. due to the geometric effects 
of bounding box size for non E-W or N-S oriented 

lines causing oblique shadows. A more nuanced but 
practical way of evaluating boulder detection models 
could be to categorise boulders by difficulty of iden-
tification, e.g. into classes of hard, moderate and 
easy. This approach is used with the classes of the 
KITTI dataset (Geiger et al., 2013). Difficulty of iden-
tification is also relevant to the interpretation and use 
of model outputs. Users of the software could ben-
efit from making various uncertainties in the detection 
results explicit in the detection results ("uncertainty 
awareness"), as far as they can be derived from the 
data and metadata. This could include, for example, 
identifying nadir artefacts or noisy data (i.e. areas 
affected by water column stratification) and marking 
them as zones of high uncertainty.

Therefore, both the collection of reliable ground 
truth data representative of geological conditions and 
common artefacts encountered during acoustic sur-
veys and the accurate fusion with hydroacoustic data 
remain challenging tasks. The workflow developed 
allows for incorporation of new GTs as they become 
available. For the present approach, however, the cri-
terion for a well-performing model is how closely the 
automated boulder detection resembles the expert 

Fig. 12 Grid overlay of ROI and bounding boxes from GT and model predictions.

S-TE1 S-TE2

GT instances 2,242 2,033

GT area (m²) 201,600 201,600

Model WRB-HF8b WRB-HF8c WRB-HF8b WRB-HF8c

mAP-10 11.64 / 11.35 17.24 / 17.47 58.48 / 61.31 67.31 / 70.84

mAP-25 4.12 / 3.64 5.35 / 4.69 55.82 /57.68 64.85 / 67.02

mAP-50 0.01 / 0.01 0 / 0 24.43 / 23.13 33.99 / 31.88

recall-10 12.27 / 11.73 19.85 / 18.60 68.67 / 66.31 79.78 / 77.08

recall-25 6.6 / 5.84 9.77 / 8.21 66.26 / 63.99 77.72 / 74.77

recall-50 0.09 / 0.04 0.09 / 0 40.33 / 37.24 51.99 / 47.71

Predictions 348 / 301 589 / 496 2122 / 1732 2728 / 2213

Table 4 Performance of models on SSS test datasets before and after deduplication.
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judgement, despite the inherent problems discussed 
above. A correct deduplication of the detected boul-
ders is therefore essential for the evaluation of the 
model results. Previous approaches (Feldens et al. 
2019, 2020, 2021) used a simple method of a min-
imum distance threshold between individual boulders. 
Such an approach does not match field observations, 
where boulders can be densely packed and stacked, 
especially in formerly glaciated areas such as the 
Baltic Sea. The heuristic approach based on DBSCAN 
presented in this study (Section 2.3) represents a step 
forward in solving this problem. In the past, Bickel et al. 
(2019) also mentioned the problem of double detec-
tions in their work on lunar rockfalls. Bickel et al. (2019) 
suggest deduplication through post-processing algo-
rithms such as Non-Maximum-Suppression (NMS). 
While this established algorithm mainly uses the IoU 
and confidence to remove duplicates, our proposed 
solution has a higher degree of customisation to ac-
count for the highly variable geological conditions on 
the seabed. Further work could be devoted to numer-
ically optimising the deduplication parameters against 
GT data and the efficiency of the algorithm.

Annotating data for models operating on 3D data-
sets has arguably the greatest potential for improve-
ment, both in terms of ground truthing and model 
development: A large number of specialised neural 
networks have been developed that operate on 2D 
images (ranging from face detection to media applica-
tions, Dhillon & Verma, 2019). The current approach 
of annotating boulders based on 2D raster mosaics 
is also practical for hydrographic professionals (with 
the caveats described above), even considering that 
thousands of boulders need to be marked in training 
datasets. However, there are few tools available for an-
notating 3D data, and annotating such datasets takes 
considerably more time. Integrating an efficient 3D 
view into the annotation process (e.g. including auto-
matic setting of minimum and maximum depths in an 
area) could therefore produce more reliable data and 
improve 3D model results. In addition to the improve-
ment of GT databases discussed above, the further 
optimisation of point cloud algorithms holds poten-
tial for the interpretation of acoustic remote sensing 
data. Point cloud analysis would allow the detection 
of smaller boulders due to the increased resolution, 
which is less affected by the gridding process. The 
detection of smaller boulders has been problematic in 
the majority of previous studies dealing with automatic 
boulder detection, but is crucial to meet EU regulations 
that authorities must comply with when reporting (e.g. 
Article 17 of the Habitats Directive, German Federal 
Nature Conservation Act – BNatSchG).

The input data to algorithms that are capable 
of detecting objects in point clouds is not gridded. 
Instead, the SECOND and SA-SSD algorithms rely on 
grouping points into voxels. Voxels can be described 
as 3D pixels and therefore have more flexibility than 
2D raster datasets. One of their advantages is that 
they can be irregularly shaped and each dimension 

(i.e. height, width and depth) can be defined sepa-
rately. Thus, voxel sizes could be adapted to the vari-
able along, across and vertical resolution of an MBES 
when the 3D points are transformed into a local coor-
dinate system aligned with the direction of the vessel. 
Another relevant functionality is the combination and 
integration of different data types. 3D object detec-
tion algorithms are already able to combine co-regis-
tered LiDAR point clouds, stereo camera street view 
imagery and bird’s eye view. With further research, a 
similar setup could be realised with MBES, interfero-
metric SSS and other sensor types such as optical 
sensors, cameras or radar. This is particularly rele-
vant for the economically and ecologically important 
shallow waters down to about 10 m depth, where hy-
droacoustic coverage, especially for MBES, is limited.

Ground filtering of 3D point data is a widely used 
procedure in machine learning applications for au-
tomotive LiDAR data (Gomes et al., 2023), 3D ob-
ject detection (Wang et al., 2022), and digital terrain 
modelling (Silva et al., 2018), which could not be fully 
explored in this study. As a disadvantage, the tech-
nique adds an additional processing step before 
model training and detection, which could be time 
consuming. It also adds another transformation step 
with possible uncertainties if absolute depths (e.g. 
from the bounding boxes) are to be estimated from 
the residuals. On the other hand, de-trended point 
clouds have a smaller vertical range of values (about 
-5 to 6.3 compared to -21 to 20 for normalised 
values in 30 m × 30 m scenes of M-TR), which al-
lows for more efficient model training and prediction, 
since the same hardware could process either 3D 
scenes with higher vertical resolution or larger scenes 
with the same resolution in the same time. From an 
initial visual inspection, point clouds based on depth 
residuals appear to have a flatter terrain and boulders 
are easier for humans to distinguish. The scenes also 
appear to be more similar to the street scenes from 
KITTI and Waymo, where the ground (i.e. roads) is 
rather flat and the algorithms used are reported to 
perform well (Yan et al., 2018; He et al. 2020).

6 Conclusion and outlook
This study demonstrates the automation of boulder 
detection, evolving from basic object detection ap-
proaches to a comprehensive framework tailored 
to hydrographic and marine environmental applica-
tions. It outlines a set of tasks which are then refined 
to meet the specific needs of hydrographic profes-
sionals. This process has resulted in the development 
of a versatile hydrographic object detection software. 
This software accommodates a variety of input 
types (such as SSS and MBES derived grids, point 
clouds) and algorithms (including YOLOv4, YOLOv8, 
SECOND, SA-SSD), providing users with a range of 
options to achieve optimal results. Future develop-
ments of this software may include the integration of 
a web-based front-end for cloud-based computing. 

The experimental setup, which included a training 
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area and a test area for MBES and SSS data, high-
lighted the difficulties in achieving operationally useful 
results due to environmental conditions, such as the 
variability of seabed and water column conditions, 
bounding box size distribution, and methodolog-
ical challenges, such as the potential homogeneity 
of data from a single survey mission. These condi-
tions introduce uncertainties in the boulder detection 
results that could be mitigated in the future by em-
ploying ensemble methods or incorporating domain 
knowledge into the model training.

Despite these limitations, the experimental setup al-
lows the comparison of different algorithms and data-
sets operating on 2D and 3D input data. In particular, 
it has been demonstrated that 3D object detection 
algorithms originally developed for LiDAR data can be 
effectively applied to hydroacoustic point clouds. The 

exploration of different data pre- and post-processing 
methods also provides a valuable avenue for future 
research and implementation in similar applications.
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