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AUTOMATIC POSITIONING 
BY REDUNDANT MEASUREMENTS

by Prof. Johann F. BÔHME <")

ABSTRACT

The paper investigates a short-range positioning system, e.g. for surveying 
o f rivers, using electromagnetic phase measurements. The system consists o f a 
transm itter on a ship and three shore based transponders. For com puting the 
initial position for a calibration, differences o f ranges to four successive transm it­
ter positions are measured. The differences yield an overdeterm ined hyperbolic 
equations system for the unknow n coordinates of the transm itter positions. The 
redundant m easurem ents are used to get a unique solution o f the equations 
system in alm ost all situations. The equations system is well adapted for an 
iterative, numerical solution by means of the secant method. The algorithm  o f an 
autom atic positioning system is developed which calls the radio link for suitable 
m easurem ents, com putes the above indicated hyperbolic m ethod for a calibration, 
uses only tw o transponders and computes the classic range-range m ethod if the 
last position is know n, checks periodically the result o f the range-range m ethod 
by means o f tw o redundant measurements from the third transponder, restarts 
the hyperbolic m ethod in the case o f an error, and inform s the operator when 
the course should be altered. Some results o f numerical experim ents and some 
properties o f the algorithm  are reported which show that the proposed hyperbolic 
m ethod can be advantageous in application.

INTRODUCTION

Positioning systems for application to hydrography prim arily use electro­
magnetic distance measuring [3], W e are interested in very short range systems, 
especially for surveying o f rivers, harbors, etc., which use shore-based transpon-
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ders and a transmitter, for example, on a ship. Exact positioning is required for 
precise coordination between the depth value measured and the ship position (e.g. 
for suitable paper transport o f a survey sounder or for a bottom chart recorder).

Robert C. M u n s o n  presented in 1977  a rep o rt[5] on positioning systems of 
potential application to hydrography. He investigated two types of electromagne­
tic distance measuring systems, short range systems using microwaves from a 
mobile transmitter to a pair o f fixed transponders, and medium range systems 
using three or more shore-based transmitters at about 2 MHz and passive recei­
vers. The former systems fall into three classes-, pulse systems, CW  systems using 
phase m easurements on m odulation frequencies, and systems using long coded 
pulses on a CW  signal. He concluded that the phase measuring systems in 
general have lower accuracy specifications than the pulse systems, and also carry 
a higher price tag. However, this is not correct for very short range systems 
which are of interest in this paper.

Our investigations are related to experiments with the distance measuring 
system A tlas R alog 22 o f Krupp Atlas-Elektronik [4]. It is a range-range system 
with a mobile transm itter and tw o fixed shore stations not applying the pulse 
mode o f operation like the M ini-Ranger III of M otorola[5] which directly obtains 
the ranges to the stations, but using phase measurements to get the difference of 
ranges from a station to pairs o f transmitter positions. In other words, the 
system measures ranges that have an unknow n fixed bias, for each station, but 
range differences between successive observation points are correct. Knowing, for 
example, the initial position o f the ship, the following positions can be computed 
by the differences from both stations using the known simple formulas.

The A t l a s  R a l o g  22  was developed especially for river and harbour sur­
veying and the chosen frequency o f 34 MHz (about 8 m wavelength) is a good 
com prom ise, keeping position errors due to reflections and phase anomalies low, 
while maintaining a  sufficient range o f more than 10 km. It could be dem onstra­
ted that at this wavelength the transm itted signal “jum ps” over smaller obstacles 
rather than being totally shadowed, and stable operation could be achieved, even 
in unfavourable areas like harbours, across forest-covered islands, or in the vici­
nity o f iron bridges. While all m icrowave systems are bothered by Fresnel zone 
interference, at least at distances below 1 km the 34 MHz propagation is stable in 
this respect and the m inim um  distance between transmitters can be less than
10 m. The R a l o g  system is coupled to intelligent data-processing equipment 
called S u sy , which is well able to run the mathematical procedure described 
later. A lthough the following investigation was made with the R a l o g  22  system 
in mind, the general method seems to be applicable to other short range systems 
which cannot be replaced by satellite systems, and can be used for both electro­
magnetic and acoustic systems.

The R alog 22 has a high accuracy; there are, however, two disadvantages. 
First, operator intervention m ay be needed to suppress ambiguities, and second, 
more im portant, the system has to be zero set. Inshore position fixing is done by 
means o f a laser. The differences have to be continuously monitored. A signal 
loss results in a loss o f differences, and a new calibration is necessary.

The problem was to avoid both the system’s zero set by optical means and 
the possible ambiguities when only phase measurements with a similar system



are possible. The idea for a solution is sum m arized as follows. A third land 
station is introduced and redundant m easurem ents to successive transm itter posi­
tions are executed. M easurem ents to three stations supply one redundant range 
difference, so at least three ships' positions are required to solve for three fixed 
biases. W e take four positions and get redundancy w hich is used to avoid 
am biguities in solving a set o f hyperbolic equations. In this w ay, which we call 
the hyperbolic m ethod, a calibration w ithout optical m eans is achieved.

After calibration, the following positions can be com puted as in the range- 
range system w ithout the third land station. For quality control, however, it is 
recom m ended to check the com puted positions periodically by use of additional 
m easurem ents from the third station. If there is disagreement, one has to calibrate 
with the hyperbolic method once again. Since the hyperbolic m ethod does not 
w ork in the case o f a straight course, the helmsman m ust know  that a restart is 
being effected and should alter the course. Based on these ideas, an autom atic 
com puter-controlled positioning system was designed. The system w orks au tom a­
tically in that all necessary activities o f the radio system are called, for example 
“switch on the third station” and “difference m easurem ents from three land 
stations” ; in that it calls for such measurements until the hyperbolic m ethod is 
successful; and in that it checks the last com puted position as explained above.

The next chapter discusses the geom etry of the hyperbolic positioning p ro ­
blem in the plane. A suitable system of linear and non-linear equations for the 
unknow n coordinates of the successive positions of the ship is constructed. The 
use o f the differences from three stations and four positions yields m ore indepen­
dent equations than unknow n coordinates. A n iterative solution o f the complete 
system avoids the generation of ghost positions, i.e. com putes the unique solu­
tion. The. following chapter describes an algorithm for the autom atic positioning 
system w hich executes the iterations for the hyperbolic and the calculations for 
the range-range m ethod and all the things already mentioned. Finally, some 
rem arks on numerical experim ents, on properties of the algorithm , and on possi­
bilities for handling noise problem s and continuous quality control are added.

This w ork was supported by Krupp Atlas-Elektronik, Bremen, 
W . G erm any. I thank M r. G e r l a c h  and M r. S t e d t n i t z  o f KAE w ho suggested 
the investigations for m any discussions and Mr. H e n r i c i  for the program m ing 
and the execution of the experiments.

I gratefully acknowledge the fact that the Editor of this Journal called the 
au tho r’s attention to M r. R iem ersm a 'S paper [7] and inspired the detailed com ­
m ents o f Mr. S luiter . I thank Mr. S luiter for the critical review of this paper, 
especially for his statem ents on problem s in connection w ith disturbed m easure­
ments.

GEOM ETRY OF THE PO SITIONING PROBLEM

Let us assum e that we have tw o land stations at locations A and B and a 
third at A ’ w hich is not on the straight line matching A and B. Four successive 
positions of the transm itter on the ship are called P ,, P 2, P „ P 4. The following 
sketch illustrates the geom etry and defines the  vectors o f interest.



W e are given the points A, B and A ’ and then the vectors c and d. These 
vectors define the base o f the coordinate system. The other vectors are assumed 
to be unknow n. The problem is to  find the inner products o f these vectors with 
c and d, for example lc and Id. As know n, the vector 1 can be expressed by -.

(1)
, d 2 l c - c d  Id c 2l d - c d  lc ,1 = --------- ---------- c + --------------------dE E

where d 2= dd, etc., and
(2) E = c 2d 2 -  (cd)2
is a constant greater than zero since c and d are linearly independent.

The phase m easurements by the radio link give us the following differences 
of ranges

(3) |bi+ 11 -  |bj| = /J|'|ai+11 — |a j=  oc j.|a'i+il -  la'J = n  for i=  1, 2, 3.
Herein, the range is the length o f a vector, e.g. |bj = (bibj)1 /2.

W e find some elem entary vector identities from the sketch. To simplify 
matters, we om it the subscript 2 o f  b 2.

!b , = b — k, b 2 = b, b 3 = b + 1, b 4 = b + 1+ m,
a, = c+  b - k ,  a 2 = c + b, a 3 = c + b + 1, a 4= c + b + l + m ,

a, = d + b -  k, a ’2 = d + b, a'3 = d + b + 1, a \ -  d + b + 1 + m.

Thus, the unknow n vectors are b, k, 1, m, and the variables be, bd, kc, kd, 
lc, Id, me, m d have to be determined.

From  (3), we have nine independent, nonlinear equations for eight variables, 
i.e. the equations system is overdetermined.



If we did not use measurements to the fourth position o f the transm itter, 
we would have six corresponding equations for six variables. Since the equations 
could be stated as polynom ial equations, cf. the argum ents below, a large num ­
ber o f solutions w ould exist in general. The overdeterm ination reduces this n um ­
ber to one in alm ost all situations. W e rem ark that w orking w ith only tw o land 
stations gives too few equations: the use of n positions results in 2 n -  2 equations 
for 2n variables.

The next problem  is the construction o f an equations system equivalent to
(3) w hich is well suited for an iterative numerical solution. W hen the equations 
of (3) are w ritten |b 1+l|=  IbJ + Z?̂  etc., they can be squared w ithout loss o f 
inform ation. Suitable differences o f the squared equations and substitutions result 
in
1) kc=  ( / ? ; - 2a , | b+ c |-2 /? ,|b |) /2
2) k d = ( / J J - 2 y j b +  d |-2 /? ,|b |) /2
3) lc = (a2 -  /?2 + 2 a ,|b  + c| -  2/?2|b|)/2
4) ld = (y 2- $ + 2 y 2|b + d |-2 j3 2|b|)/2
5) Pl+  2a,(a2 + |b + c |) -  2/33(/32 + |b !))/ 2
6) m d= (y2, -  + 2 y3(y2 + ]b + d |)-2 /J j(fi2 + |b )))/2.

From  (1) and (2) we obtain :

7) k 2 = (d% c)2 + c^kd)2 -  2cd kc kd)/E
8) I2 = (d2(lc)2 + c 20d)2 -  2cd lc ld)/E
9) m 2 = (d^mc)2 + c^m d)2 -  2cd me m d)/E

and the inner product

10) lm = (d2lc me + c 2ld md -  cd (lc md + Id me))/ E.

Tw o of the squared equations o f (3) give

11) bl = (/?2-  12+ 2/?2|b|)/2 
12a) bk = (k2- / ? 2+ 2 /J,|b |)/2 .

Like 10), we can write 

12) bk = (d2bc kc + c 2bd kd — cd (be kd + bd kc) )/ E.

The vectors k and 1 are linearly independent if, and only if,

(5) F = kc Id -  kd lc

is not equal to zero. Presuming the latter, w e can write bk and bl as 10), solve 
for be and bd, and obtain equations 13a) and 14a). If we interchange the role o f 
k, 1 and F w ith that o f 1, m and

(6) G = lc md -  Id me 
respectively, w e get 13b) and 14b).

13a) b c = (c 2 (bk l d - b l  k d ) - c d  (bk l c - b l  kc))/F 
13 b) be = (c2 (bl m d -  bm Id) -  cd (bl me -  b tn  lc))/G 
14a) b d = ( d 2 (bl k c - b k  lc ) - c d  (bl k d - b k  ld))/F 
14b) b d = ( d 2 (bm l c - b l  m c ) - c d  (bm l d - b l  m d))/G .

W e have, similar to 7),

15) |b |=  ((d2(bc)2+ c 2(bd)2- 2 c d  be b d )/E )l/2



The overdeterm ination gives additional equations for |b|. First, expressions 
for bm are found as 10) or from squared equations of (3),

16a) b m = (d 2bc m c + c 2 bd m d - c d  (be m d + m c  bd))/E 
16b) bm = iPl+  2/?3 (02 + |b | ) - m 2-2 1 m ) /2 .

The last equation re-arranged yields

17a) |bI = (m 2 + 2bm + 21m -  P] -  2 /^ )/(2 /7 ,) , if /?, ^  0.

W e have from 12a)

17b) |bj = (/?2-  k 2+ 2bk)/(2>8,), if 0, * 0.

Finally, we write
19) |b + c| = (b2 + c2 + 2bc),/2
20) |b + c i = (b2+ d 2+ 2 b d )l/2

W e can assume the constants c 2, d 2, cd and E and the measured values a,, 
/?>, / , ( i=  1, 2, 3) are know n. A n equations system for the unknow ns |b|, |b + c| 
and |b + d | w ith  know n coefficients was constructed since all other variables of 
interest can be expressed as functions o f only these variables by means o f sub­
stitutions. For a numerical solution o f the system, suitable subsets o f equations 
have to be chosen. Three cases are discriminated. If |F| is not small against c2d 2,
i.e. k and 1 are not parallel, then w e use the equations 1) to 20) except for those 
additionally m arked by b). If |F| is small and |G| not small against c 2d 2, i.e. 1 and 
m are not parallel, w e exclude the equations m arked by a). If both, |F| and|G | 
are small, i.e. the ship is on a straight course, we cannot solve in the above 
m anner. The overdeterm ination for |b| is handled by mixing the right hand sides 
o f  15) and 17) w ith weights X and 1 — X, respectively, where 0 < A  = 1 and X= 1, 
if /?, or /?, are relatively small. The m ixture which we call 18) makes sense since 
jb| is greater than zero. If we call the input values for |b|, |b + c | and |b + d | in
1), 2), etc., by  u,, u 2 and u 3, respectively, and the output values of 18), 19) and
20) by v,, v 2 and v„ we have the desired equations system o f the hyperbolic 
method:

(5) f; (u,, u 2, u 3)=  v (-  u,=  0 (i=  1, 2, 3).

For completeness, we note the equations systems for the range-range m ethod if 
the initial position is know n, for example the vector b,. We first assum e that 
there are differences from land stations A and B. W e find from (3) that

21) |b2|=  |b, I+ )8,
22) |b2 + c| = |b, + c| + a,
and like 19) and 7)
25 a) b 2c =  ((b2 + c)2-  c 2)/2
b 2 = (d2 (b2c)2+ c2 (b2d 2) -  2cd b 2c b 2d)/E .

Solving for b 2d results in

26a) b 2d = (c d  b 2c ±  (E(c2b ^ - ( b 2c)2))W2) /c 2.

Because o f (b2 + d)2= d 2+ b 2+ 2 b 2d, the plus sign is correct if A ' and P 2 are 
on opposite sides o f the vector c and, if not, the minus sign. The sign cannot be 
concluded from the m easurements. This is in contrast to the case in which we 
have additional m easurements from  the third station A'. W e would have 21), 22)



23) |b, + dl = (b ? + d 2+ 2 b (d ),/2
24) |b2 + d | = |b, + d | + r,

and from b 2= b, + k, 1), and 2) the unique assignments

25b) b 2c = b,c + (/?, -  a | + 2Gt,|b2+ c| -  2/?, |b2|)
26b) b 2d = b,d + (/?f- y \  + 2 y x |b2 + d| -  2j3, |b,|).

Storing the values |b2|, |b2+ c |  and in case b ,c and b 2d, the start values for 
the com putation o f  a succeeding position are prepared.

ALGORITHM  FOR AN AUTOMATIC  
POSITIONING SYSTEM

The problem o f  the preceding chapter w as the statement o f a suitable 
hyperbolic equations system. W e now indicate a method for a numerical solution  
in connection w ith a description o f  an automatic positioning system. W e form u­
late an algorithm in an ALGOL-like programming language, explain a running 
exam ple o f  the positioning system , and describe the subprograms w hich do the 
com putations.

The program m ing language we use is P idgin  A lgol w hich was introduced 
in [1]. P idgin  A lgol is a high-level language and is unlike any conventional 
program m ing language in that it allows one to use any type o f m athematical 
statem ent as long as its meaning is clear and the translation into a m achine 
language is evident. The language does not need data declaration if the meaning 
o f the variables is obvious. The language uses expressions, conditions, statem ents 
and procedures as A lgol. The variables are universal and can be used in all 
procedures. The procedures w e apply usually contain, in the param eter list, only 
the variables w hich describe the results o f a computation. If necessary, we add 
com m ents in the program  to explain the activities called o r the next steps. 
Statements not of interest or realizations o f formulas o f the last chapter are only 
indicated by a verbal description.

Algorithm of the positioning system

begin ;
com pute constants c2, d 2, cd, ... param eters n 0, e, ...-,
FINIS : = fa lse;
comment .- FINIS is boolian and is set « true » if the operator w ants to 

stop the com putations;
ON A ’;
com m ent:  O N A ’ switches on station A '; it is assum ed that A and B 

are already on ;

start : MABA'4 (a,, a 2, a 3, /3,, /?2, /?3, y„  y 2, y,)-
co m m e n t .- measures differences from  stations A, B, A' to four succes­

sive positions for the hyperbolic method called by SECANT ;



hyperb : SECANT (be, bd, kc, kd, lc, Id, me, md, u,, u 2, u„ i);
comment:  if i = 0 ,  solution with u ,=  |b|, u 2= |b + c |,  u ,=  |b + d |;  if 

i = l ,  restart w ith new random start values, otherwise restart 
w ith more recent measurements; 

i f  i = 0 then goto « run » ; 
i f  FINIS then goto stop; 
si i = 1 then goto hyperb ;
FLAG (“alter the course -  restart”);

fo r  n : = 2 , 3 do begin
“ n - ! : = I : = y „ - i=  r„ end\
MABA’l (a,, P}, y 3);
comment:  measures differences from stations A, B, A' between the 

latest and one new position; 
goto hyperb ;

run : comment .- now the (c, d)-coordinates o f the last four successive posi­
tions are pu t out to the link of interest;

OUTPUT ( b c -k c ,  b d - k d ) ;  OUTPUT (be, bd);
OUTPUT (be + lc, b d + ld ) ;
b4c : = be + lc + me ; b 4d : = bd + Id + md ;
OUTPUT (b4c, b 4d);
r, : = u, + /?2 + ;8,; r 2 :=  u 2+ a 2+ a ,;
com m ent:  r, = |b4|, r 2 = |b4+ c |,  now id : = 1 if A ' and the course are 

on opposite sides o f c, and id : = -  1 otherwise, m ust be put in if 
c and b 4 are parallel, e.g. e= 1 0 _8c2d 2; 

q : = c2r ? -  (b4c)2; 
i f  q < £ then INPUT (i^ else 
id : = sgn (c2b 4d -  cd b 4c);
com m ent:  now n 0-times range-range method with stations A, B, posi­

tion P 4 is interpreted as P , ;
range : OFFA’;

i f  FINIS then goto stop;
fo r  n -. = 1, step 1 until n 0 do begin ;
MAB 1 (a,, /?,; TW OP (b,c, b,d, r ,, r 2);
comment : differences from stations A and B are measured between 

the latest and one new position, TWOP computes the coordinates 
and the ranges of the new position which then is interpreted as
P .;

OUTPUT ( b | C ,  b , d ) ;  if FINIS then goto stop end -,
comment : now for checking two additional measurements from A ' are 

required ;
O NA’
M ABA’l (a,, jff,, y,);
comment : y t may not be used at this time;
TWOP (b,c, b,d, r,, r2); OUTPUT (b.c, b,d);
M ABA’l (a,, j8,, y,); THREEP (b,c, b,d, r , , r 2, ic3; 
comment : if ic^  0, error;
i f  ic= 0  then begin OUTPUT (b,c, b,d); goto range end  ;
FLAG (“error -  restart”); goto start;

stop : end



Let us assum e the operator starts the program . The program  first determ i­
nes the constants and param eters where the vectors c and d m ust be pu t in. The 
land station A ' is switched on by the procedure O N A ’. The call o f M ABA’4 has 
the effect that, corresponding to a fixed program , difference measurem ents from 
the stations A, B, A ' to four successive positions o f the transm itter are executed 
by the radio link. The succeeding differences are assigned to the variables a n, /?„, 
Y „  (n = 1, 2, 3). Then, the procedure SECANT is called. This program  tries to 
solve the hyperbolic equations (5) by means of the secant method w hich is 
described below . After returning, the main program  branches depending on the 
index i. If  i is equal to zero, the procedure has been successful and the program  
jum ps to run. In the other case, FINIS is checked to stop the program  w hen the 
operator likes it. If i equals 1. the random  start values of the secant m ethod have 
been unsuitable and must be generated again. The program  goes back to the label 
hyperb. For other values of i, SECANT could not find a solution since, for 
example, it is suspected that the ship was on a straight course. FLAG indicates to 
the operator that the course should be altered. The oldest differences are cleared, 
and new differences from stations A, B, A ’ between the latest position and one 
new position are measured by calling o f M ABA’l. Having now  more recent 
differences, the method is tried once again by jum ping back to hyperb. W e now  
assum e i = 0  and the program  continues at run. The (c, d)-coordinates of the 
positions P ,, P 2, P „  and P 4 are put out to a bottom  chart recorder for example. 
The coordinates b 4c and b 4d of P 4 and the ranges r ,=  |b4| and r 2= |b4+ c | are 
stored. W e need them  e.g. for checking if b 4 and c are parallel by means o f q. If 
they are approxim ately parallel, the operator has to put in w hether the next 
position o f interest is on the same side o f c as station A ' or not by setting the 
indicator id equal to -  1 or 1 respectively. In the other case, 26a) implies the 
form ula for id. The value of id is required in the range-range m ethod w ith only 
stations A and B. Station A' is switched off. If not interrupted by the operator, 
the range-range method is applied n 0-times. By calling o f MAB1, differences from 
A and B between the latest position now  called P, and one new position are 
measured. TW OP uses the old ranges r, and r 2, realizes 21) and 22) by 
r , : = ri + jff, and r 2 : = r 2+ a ,  to get the new ranges as well as 25a) and 26a), 
where « + » is used if id= + 1 and « -  » otherw ise, for the coordinates o f  the 
new  position w hich are now  b,c and b,d. These coordinates are put out. In the 
next steps, the results are checked. Station A ’ is switched on, and one m easure­
m ent from three stations is executed. Since the difference y , from A' is not 
correct at this time, we once m ore proceed as w ith tw o stations. The second 
m easurem ent from  A' gives a correct difference. THREEP first com putes the new 
coordinates as TW OP, then the new coordinates by 23), 24), 25b) and 26b) and 
com pares the results. If  there is a significant deviation, THREEP assigns ic :=  1, 
and ic : = 0 otherwise. In the latter case, the coordinates o f the new position are 
put out, and the program  continues w ith the range-range method at label range. 
If ic equals 1, the operator is informed that there are errors and the program  
jum ps back to a new start w ith the hyperbolic method.

The next point of interest is how  the SECANT procedure realizes the 
hyperbolic method. W e have to solve num erically the equations system (5) and 
we do it iteratively by means o f the secant m ethod [6]. First, a procedure is 
required w hich computes the differences £j = f; (u ,, u 2, u 3)=  V j- Uj (j = 1, 2, 3)



for any input values u „  u 2, u , : 
procedure  FCT (u ,, u 2, u 1? <5,, S2, Sy, i); 

begin
i f  0  =  u, and  |u, -  !c|| ^  u 2 ^  u, +  | c |  a nd  |u , — | d j | ë  u , S  u, +  | d |  

then i: = 0 else begin i: = 1 ; goto out end  ;
com m ent:  input values should satisfy triangular equations; now  the 

eqs. 1 ) to 20) are used as assignments in a suitable sequence, e.g. 
£,= 1 0 “ 8c 2d 2, £2 = 10 “ 3 |c| ; 

com pute 1) to 11) and (5) where |b|, |b + c|, |b+  d| are replaced by u,,
U 2, U 3 ;

i f  |FI < £, then goto change;
com pute 12a), 13a), 14a), 16a), assign right hand side o f 15) to v ,; 
i f  i/?,i> f2 then assign m ixture o f v, and the right hand side o f 17a) to

v 1 ;
goto  finish;

change: com pute (6);
i f  IGI < f | then begin i : = 2 ; goto out end ; 
com pute 16b), 13b), 14b), assign right hand side of 15) to v ,; 
i f  |/? ,|>£2 then com pute 12b), assign the m ixture o f v, and the right 

hand side of 17 b) to v , ;

finish : 8, -. = v, -  u, ;
S2 : = (vf + C2 + 2bc)'12 -  U 2 ;
<$, : = (vf + d 2 +  2bc)l/2-  U 3 ;

out : end.

The idea of the secant m ethod is to approxim ate the functions f> in (5) by 
linear functions A, so that ^ = ^  (j = 1, 2, 3) for four points in general position. 
The solution o f A, = A2 = A, = 0 is used as an approxim ate solution of 
fi = f2 = fj = 0 , which is called secant approxim ation. Iterative com putations of 
such solutions are done by the SECANT procedure.

procedure  SECANT (be, bd, kc, kd, lc, Id, me, md, u,, u 2, u 3, i); 
begin
RANDOM  ((unj));
c o m m e n t .- generates non-negative random  numbers in the 4 x 3  m atrix 

(unj);
fo r  n : = 1, 2, 3, 4 do begin
FCT (unl, u n2, u nJ, SnS, 8n2, Snl, i); i f  i then goto return;
S„ :=  5 J +  Sn\ + 8„l end;
comment : the elements o f (unj) are the start values of the secant 

m ethod in the W olfe formulation, now  the rows of (unj) are 
iteratively corrected until a sum sn o f squared differences 5nj is 
less than a param eter; 

fo r  p : = 1, step 1 until 100 do begin 
solve the linear equations system :

n =  1 tn= ° ’ n = 1 tnS"1= 0 = 1 - 2 - 3) for l i’ t :’ 
i f  insolvable then begin i : = 3 ; goto return end  ;



fo r  j :=  1, 2, 3 do U j : =  J t nU nj ;

comment .- u ,, u 2, u , are the secant approxim ation;
FCT (u ,, u 2, u „  <5,, 82, <5„ i); i f  i^ O  then goto re turn ;
S : =  +  5 2+  (5^

i f  s > m ax (s ,, s2, s3, s 4) then begin i : = 4 ; goto return end  ; 
assign u,, u 2, u „  £,, S,, £„ s to those u nl, u n2, u n3, Snl, Sn2, Sn3, s n for 

which s„ is m axim um ; 
com m ent:  if s is small enough, u,, u„ u , are solution of (5); e.g.

e3= l O- ' I c l  |d |; 
i f  s <  e3 then goto  return; e n d ; 
i . = 5
com m ent:  error messages i = 0 ,  solution, i = 1, w rong start values, 

i = 2 ,  probable straight course; i = 3 ,  linear equations system in­
solvable ; i = 4 , 5 , no convergence ;

return : end

REMARKS

Some numerical experiments were carried out w ith a simplified version o f 
the program  and w ith artificial data generated from typical transponder locations 
and random ly chosen courses of the ship. SECANT com puted a solution w ith 
four ship positions in almost all situations. In every case of a solution, it was 
correct. No ghost positions were generated, in contrast to experim ents w here we 
used m easurem ents from only three ship positions.

In connection w ith the algorithmic description o f the solution m ethod for 
the equations (5), som e rem arks about the numerical behavior apply. The critical 
points are, o f course, the divisions in 13), 14), and 17). In the algorithm , we 
branch if the dividents are relatively small and we therefore expect some num eri­
cal stability. The secant method itself has good properties; for example, com pu­
ting in floating point gives high accuracy to  the solution. However, the speed o f 
convergence could be faster by use of other m ethods [6].

A simple check o f the algorithm and the observed fast convergence o f the 
calibration m ethod show  that implementation o f the autom atic positioning system 
either by one o f the m ore powerful table com puters having an interrupt system  
or by one o f the inexpensive process com puters w ith a floating point processor 
w ould suffice for the real-time requirem ents in the surveying problem s concerned.

In his review, Mr. S luiter  pointed o u t the problem  of the distribution o f 
the four ship positions for a calibration w hich is indeed of importance if the 
measurem ents are disturbed. In this paper, we assum ed good conditions for 
measurem ents w ith a low noise level except for occasional, short distortions 
resulting in a signal loss or similar things. For a calibration, we have assum ed 
weak m easurem ent noise at most. Then, the hyperbolic m ethod w orks if the last 
four ship positions are not on a straight course and there is a sufficient distance 
between succeeding ship positions. The latter means that the differences a,, /?,, y, 
are not all small in magnitude against the distances between the land stations.



Finally, let us touch on the problem  of disturbed measurements caused by 
instrum entation noise, propagation conditions, etc. Continuous quality control is 
required for a positioning m ethod as stated in [7] and [2]. A careful investigation 
in this direction has still to be accomplished. Statistical modelling o f noise can 
help to find statistical m ethods for estimating the positions. In the application of 
this paper a quality control after a calibration could be effected as follows. The 
third transponder (and maybe a fourth  if there are no problems w ith frequency 
licensing and prices) is continuously used, and a linear least square estimation [2] 
is substituted for the simple range-range method. M ore difficult is the calibration 
w ith disturbed measurements. As stated by Sluiter, working with three transpon­
ders and four measurements w ith m oderate noise can result in alternative hypo­
theses for the ship positions. There are some possibilities of addressing this 
problem  with redundant m easurem ents from additional ship positions. Since the 
hyperbolic m ethod is com paratively fast, we use it, for example, recursively. 
Beginning w ith four m easurem ents, the m ethod com putes four points. One new 
m easurem ent and the last three measurem ents are taken, and the hyperbolic 
m ethod is executed again. The latter is done in a loop. In the sequence, we 
obtain, for each position, three points regarded as rough data. By m eans o f a 
tracking algorithm  similar to those applied by radar people, the ship positions are 
estimated. From  a statistical view point, it is better to use the differences directly 
as input data for an estimation procedure. Then, we have to solve a non-linear 
stochastic equations system. However, we do not anticipate future developments.
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