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ABSTRACT

The prioritization of road maintenance projects is an
important forest engineering task due to limited budgets
and competing investment needs. Large investmentsare
made each year to maintain and upgrade forest road net-
worksto meet economic and environmental goals. Many
modelsand guidelinesareavailablefor single-criteriaanaly-
sisof forest roads, however we have found no method for
multi-criteriaanalysis. Additionally, even single criteria
approaches often rely on expert judgment to inform mod-
els of user preferences and priorities. These preferences
are used to make tradeoffs between alternatives that con-
tain datathat are physical and biological, quantitative and
qualitative, and measured on many different scales. The
Analytic Hierarchy Process (AHP) has the potential to
provide a consistent approach to the ranking of forest
road investments based on multiple criteria. AHP was
specifically developed to provide a consistent, quantifi-
able approach to problemsinvolving multi-criteriaanaly-
sis, but it has not been applied to road management. AHP
iscomposed of four steps: the hierarchical decomposition
of aproblem into a goal, objectives, and sub-objectives;
the use of a pairwise comparison technique to determine
user preferences; the scaling of attribute values for each
of the alternatives; and the ranking of alternatives. The
road investment problem differsfrom traditional AHP ap-
plicationsin that potentially thousands of alternativesare
compared at onetime. We discuss the AHP methodol ogy
including the foundations, assumptions, and potential for
use in prioritizing forest road investments to meet eco-
nomic and environmental goals, drawing from an example
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INTRODUCTION

Each year, large sums of money are spent to upgrade
and maintain networks of forest roads. Oneof the primary
tasks in the management of any forest road network isto
set investment priorities. Thisiscurrently donein an ad
hoc, often reactionary fashion as new laws, policies, and
preferencesarise. Models and methods have been devel-
oped to deal with individual aspects of forest roads, such
as sedimentation [7] and fish passage [27], but currently
therearefew comprehensiveframeworksavailableto man-
agersto aid in setting priorities on a system-wide, multi-
criteriabasis. TheAnalytic Hierarchy Process (AHP) has
potential for filling thisgap.

Many land management agencies and companies have
undertaken inventories of their forest roads. Publications
such as “Roads Analysis. Informing Decisions About
Managing the National Forest Transportation System”
[35] help decision makers decide on attributes of concern,
but give little direction in how these attributes should be
combined and analyzed. Thishasled tothe preval ence of
informal decision methods to set investment priorities.
While these approaches are able to capture expert judg-
ment, thereisno way of ensuring thisjudgment isapplied
consistently.

Many modeling approaches used in forest engineering
rely on expert opinion and professional judgment to in-
form modelsof user prioritiesthat are used to maketradeoffs
between aternatives. Often these alternatives contain
physical and biological, quantitative and qualitative data
that are measured on many different scales. Expert judg-
ment is necessary in cases where science has not deter-
mined quantifiable relationships between cause and ef-
fect. Multi-Criterion DecisionAnalysis(MCDA) isafield
of theory that analyzes problems based on a number of
criteriaor attributes.

A number of MCDA methodsexistintheliterature. While
these methods differ in a number of ways, the primary
difference is how each elicits preferences from decision
makers. Wei ghting techniques range from fixed point scor-
ing and rating to ordinal ranking and pairwise compari-
sons[11]. Techniquessuch asthe ELCTRE methods[28]
produce a set of non-dominated alternatives through a
process of outranking. Methods relying on ordinal judg-
ments and outranking, however, will often not be ableto
produce asingle best alternative[17, 24].
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The Ecosystem Management Decision Support (EMDS)
program developed by the USDA Forest Service uses
Netweaver [25] to evaluate potential environmental im-
pacts of land management decisions using fuzzy logic.
This process requires decision makers to develop fuzzy
truth curves for each element included in an analysis.
EMDS and Netweaver have been applied to an analysis of
forest roads on the Tahoe National Forest [10].

Some MDCA techniquesrequire decision makersto set
parameter weights and coefficients, such asgoa program-
ming and nonlinear optimization. The major drawback to
these techniques is that weights placed on individual at-
tributes (for example acres harvested, tons of sediment,
and dollars of net present value) arerequired to servetwo
purposes. First, theweight must makethe variables meas-
ured on different scalescomparable, and second, theweight
is used to adjust the relative importance of each variable
to the problem. The contribution of the weight to each of
these purposes cannot be separated from the total value
of the weight being used.

Andternative M CDA technique called the Analytic Hi-
erarchy Process, or AHR, is presented here. Quoting Harker
and Vargas [12], “AHP is a comprehensive framework
which is designed to cope with the intuitive, therational,
and the irrational when we make multiobjective,
multicriterion and multiactor decisions with and without
certainty for any number of alternatives.”

When considering the forest road investment problem,
models and guidelines exist for single-problem analysis
such asroad-related sediment or fish passage. However,
when a decision maker needs to prioritize investments
based on multiple problems the task becomes more diffi-
cult. For example, science has not produced quantifiable
relationshipsto guide tradeoffs between road-rel ated sedi-
ment production and road-related landslides. Thus the
problem of setting priorities when presented with aroad
inventory isleft to professional judgment. AHPisaframe-
work for ensuring thisjudgment isapplied consistently to
all alternativeswithin areplicable, mathematically justifi-
ableframework. Additionally AHPhasbeen chosenasan
appropriate tool for analyzing forest road networks be-
causeit 1) isflexible and can be easily adapted to unique
analysis situations; 2) requires no special softwareto im-
plement; and 3) can be understood by alay audience.

Thetraditional use of AHPisto rank asmall number of
alternatives. The road investment problem differs from
these traditional problems in that a single analysis may
include alarge number of alternativesin theform of indi-
vidual road segments or road features. We first discuss
the AHP methodol ogy, including the foundations and as-
sumptions, and then formulate and solve a forest road
investment problem.

THEANALYTICHIERARCHY PROCESS
The AHPinvolvesthe following four basic steps:

e Structuring the problem as a hierarchy;

e Completion of pairwise comparisonsbetween attributes
to determine user preference;

e Scaling of attributes; and

e Ranking of alternatives.

Sep 1. SructuretheProblem asaHierarchy

The hierarchy is a basic structure used intuitively by
decision makersto decompose acomplex problemintoits
most basic elements, aprocess referred to as hierarchical
decomposition [23]. Thetop level of the hierarchy isthe
overal god for theanalysis(Figure1). Thisgoal isimpor-
tant in framing and focusing the problem. For example, if
we are using AHP to determine the “best” forest road
investments to make, we could use any of the following
goals:

Minimize environmental impacts of forest roads;
Minimizeimpacts of forest roads on endangered runs
of fish;

e Improve salmon habitat through upgrades in the for-
est road network; or

e Minimize transportation costs associated with forest
roads.

Whileall of these arelegitimate goals, each will require
adifferent analysis and produce a different outcome.

The second level of the hierarchy breaksthe goal down
into objectives. If thegoal isto“minimize environmental
impactsof forest roads,” the second level inthe hierarchy
may contain the following objectives:

e Minimize sediment reaching waterways,
e Minimizetheincidence of road-related landslides, and
e Minimizedirect impactsto aquatic habitat.

The third and subsequent levels of the hierarchy fur-
ther decompose the objectivesintoincreasingly more spe-
cific sub-objectives.

Another way to look at the hierarchy isasavisua rep-
resentation of an objective function where each objective
is a function of its sub-objectives. This process of de-
composition continues to successive layers of the hierar-
chy as far as is necessary to adequately represent the
problem. Itisnot required that each objective be decom-
posed the same number of levels.
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Figure 1. Generalized hierarchy depicting an overall goal, three objectives, and nine sub-objectives. Alternativesare
not part of the problem hierarchy but have attributes that correspond to the elementsin the lowest level of

the hierarchy.

Below the hierarchy reside the alternatives to be con-
sidered. For our examplethese alternativeswould be po-
tential investmentsin aforest road network. Each alter-
native would have attributes that correspond to the crite-
riaor sub-criteriaat the lowest level of the hierarchy.

A hierarchy istermed completeif every element in each
level connects to every element in both the layer above
and below. Thehierarchy shown in Figure2bisanincom-
plete hierarchy because each sub-objective (third layer) is
not relevant to each and every objective (second layer).
The choice of acomplete or an incompl ete hierarchy de-
pends on the independence of the individual elements.
For example, consider two problem formulations where
the overall goal isto choose restoration projects that will
provide the most benefit to salmon habitat (Figure 2). In
each of these formulations, the overall goal is subdivided
into three objectives, or types of investments to be con-
sidered: investments associated with forest roads, invest-
ments related to silvicultural activities, and investments
involving in-stream restoration. The bottom level of the
hierarchy contains the attributes upon which the indi-
vidual investmentswill bejudged. For thisexample, let us
consider only one of these factors: sediment.

While both formul ations consider the samefactor, sedi-
ment, in thefirst (Figure 2a) the worth of sediment in re-

storing fish habitat is independent of the source of sedi-
ment. 1nthe second example (Figure 2b) the influence of
sediment on the goal of restoring fish habitat would be
dependent on its source, allowing the decision maker to
treat sediment from roads differently from the sediment
created through silvicultural activities or sediment that
may already residein astream. The choiceof hierarchical
structure should follow the dependence or independence
of the problem.

A classic psychological study conducted by Miller [21]
showed that the average individua has the capacity to
keep only seven, plusor minustwo, objectsin mind at any
one time without becoming confused. Therefore Saaty
[29] recommendsthat for each branch at each level of the
hierarchy, no more than seven items be compared. For
larger problems, thismay mean that similar elementswill
need to be grouped and additional layers of hierarchy
added in order to keep the problem formulation manage-
able.

This completes the first step of AHP. A hierarchical
decomposition process is used to structure the goal as a
hierarchy of objectivesand sub-aobjectives. We now pro-
ceed to the second step which employs a pairwise com-
parison technique to derive the relative value of each ob-
jective and sub-objective.
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Figure2. a(left) Complete and independent problem formulation where theimportance of sediment isindependent of the
sediment source. b (right) Incomplete and dependent problem formulation where theimportance of sedimentis

dependent on the sediment source.

Sep 2: Pairwise Comparisons

In order to determine the relative importance of each
objective and sub-objective, a pai rwise comparison tech-
niqueisused. Comparisonsare performed between pairs
of elementswithin each branch of each level of the hierar-
chy to determinetherelative worth of one element ascom-
pared with another in relation to the element directly above.
For example, a question that may be asked of adecision
maker is*“How much moreimportant is sediment volume
produced by the road than the distance between a road
and the stream in predicting the volume of road-related
sediment entering astream?’ The pairwise comparisons
from each branch at each level of the hierarchy are entered
into a matrix and used to determine a vector of priority
weights. Only those elements that pertain to a common
objective are compared against one another.

We use the following notation:

w, = weight for attributei, i=1,..,n where n = number of
attributes

a, = w./ w, = the result of a pairwise comparison be-
tween attribute i as compared to attribute

A = matrix of pairwise comparison values, a,

A set of pairwise comparisons can be represented as:

wy Wy Wy fwy Wy W,
Wy Wy W W Wy lw

A= ZEJI'II 1 2. 2 zjjr n 1)
w, fw W, fw w, fw,

where w,/w, is the importance of attribute 1 as compared
to attribute 2. Since the direct result of a pairwise com-
parison is a, where a,, is equal to w,/w,, matrix A be-
comes.

oy g o,
A= fm T @)
I .

The goal of AHPisto uncover the underlying scale of
priority valuesw.. Inother words, given a,, find the“true”
values of w, and W,

ThisA matrix has some special properties. First, Aisof
rank one. If welook at each column of A, we have:

Wy Wy Hy
W W w
1| W | W2 1| W
A= HY P : W, : (3)
W w w

Each column of A differs only by a multiplicative con-
stant, w*. If theA matrix is consistent only onecolumnis
required to determinethe underlying scale (w,,...,w). The
same evaluation could be undertaken in arow-wise fash-
ion with the same resuilt.

Second, if B isx times more important than C, then it
follows that C is 1/x times as important as B. In other
words, a, isthereciprocal of a, such that a, = 1/8.”. This
assumes the decision maker is consistent with respect to
individual pairwise comparisonsand isafundamental as-
sumption made by the AHP (see the section on Consist-
ency below). With this assumption, matrix A is reduced
to:
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Asseenin equation (4), thediagonalsare equal to unity
(i.e. w/w, = 1). The above reduction means that only
n(n-1)

2

pairwise comparisons need to be solicited from

decision makers as compared with n? total entriesin the
completed A matrix. If the assumption that the decision
maker is consistent with respect to individual pairwise
comparisons does not hold, in other words if a; ... 1/aJi,
then (n? - n) pairwise comparisons would be required.

DerivingWeights

Once pairwise comparisons have been elicited from the
decision maker, the next step is to use this matrix to esti-
mate the underlying scale of preferences. In other words,
given a,, find w and w. Because of the “random” error
inherent in human judgment, even professional judgment,
it can not be expected the true values of w, and W, can be
found. Theuser will need to be content instead with good
estimates of w. and W, [9]. Several methods have been
proposed to estimate weights from matrices of pairwise
comparisons. Thetwo most common methods of deriving
attribute weights are the eigenvector and the logarithmic
least squares methods.

It can be shown by algebraic manipulations of the
pairwise definitionsthat attribute weights can be obtained
by finding the eigenvector corresponding to the largest
eigenvalue of the A matrix. The eigenvector method was
originally proposed by Saaty [29] and is one of the most
popular methods of calculating preferences from incon-
sistent matrices of pairwise comparisons. Equation (3)
showed a consistent matrix of pairwise comparisons.
When inconsistency isintroduced into pairwise compari-
sons, morethan onerow or column of Aisdesired in order
to derive a good estimate of the underlying scale of
weights. The special structure of asquare reciprocal ma-
trix means that the eigenvectors can be found and the
largest eigenvector can be normalized to form avector of
relativeweights[9].
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Elements of the eigenvector are normalized to sum to
one as opposed to setting the largest element of the
eigenvector equal toone. Thisisrequiredin order to give
the potential for equal weighting between branches of the
hierarchy where the number of elements being compared
may bedifferent. Thisnormalization ensurestheweights
within each branch of the hierarchy sum to one no matter
the number of elements or the relationships between the
elements of a branch. Assume a hierarchy with two
brancheswith two and six sub-objectives, respectively. If
the vector of weights were normalized such that the larg-
est element isequal to one, the branch with six sub-objec-
tiveswould be given moreweight in total than the branch
with only two sub-objectives. Likewise abranch where
thereislittle preferencefor one element over another would
be given ahigher total weight over abranch with the same
number of elements but with larger differencesin prefer-
ences between the individual elements.

Following the definition of &, =w/w anda, = 1/a:

1 1 q
=aé.—¥=a”E=a_§.—= (5)

¥,

It follows that in the consistent case:

"W
Sa,—L=n i=1ton (6)
AW

or, stated another way, multiplying equation (6) through
by w;:

if:ﬂ,-“’,. =nw, f=1ton (7)
=1

These statements are equivalent to the matrix notation
Aw=nw. If thegoal is, given apositivereciprocal matrix
A, tofind w, the problem becomes (A - nl) w=0, aclassica
eigenvector problem. This method for deriving a vector
of weights from a positive reciprocal matrix of pairwise
comparisons usesthelargest eigenvector, also termed the
principal right eigenvector, and its corresponding
eigenvalue.

One way to understand what eigenvectors and
eigenvaluesareisthefollowing:

(8)
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where n, the eigenvalue of A (in the consistent case &,
will equal n), is amatrix with diagonal values of %, the
components of the eigenvector of n, and zero elsewhere.
In other words, the eigenvector of A is an equivalent,
diagonalized form of A. The Perron-Frobenius Theorem
ensures that the components of the principal right
eigenvector of apositive square matrix are real and posi-
tive[1]. Onerelatively simple method for solving for the
principal right eigenvector isthe Power Method [13].

The other commonly used method for scaling a matrix
of pairwise comparison dataisthelogarithmicleast squares
method (LL SM), first proposed by Crawford and Williams
[6]. When pairwise comparisonsareinconsistent, a, = (w,
/ vvj) becomes a = (w,/ vvj)(sij) where g istheerror associ-
ated with inconsistent judgment. This relationship can
also be expressed as:

na, =low, -low, +Ing,  i=12. mji=i (9

This assumes the distribution of ¢, is reciprocal such
that g, = 1/8ji and lognormally distributed and leadsto the
minimization of thefollowing equation [5]:

i‘{z[ln.:;réf - [ln W, —lnwj, )]i'

[T

(10)

Note that equation (10) isnearly identical to the stand-
ard minimization of the sum of sguares used in least-
squaresregression. Thegoal of LLSM issimilar: to find
the vector of weights that is the shortest distance from
multiple estimates provided by pairwise comparisons.
Equation (10) can be simplified so that for each row of A
the geometric row meaniscal cul ated:

] .

Likethe eigenvector method the vector of resulting val-
uesis normalized so that the elements sum to one.

While some have strong feelings for either the
eigenvector or LLSM (see[5], [32], and [33]), otherscon-
sider thisan extra-mathematical decisionto be madewhen
implementing AHP [9]. In the consistent case or when
three or fewer elements are being compared, both the
eigenvector and LL SM will givethe sameresult after nor-
malization. The question of the most appropriate scaling
method arises when the matrices of pairwise comparisons
are not consistent (see[8] and [9]). Both the eigenvector
method and LLSM are accepted theoretically and used
often in practice with little difference in the results [5].
With pairwise comparisons compl eted and criteriaweights

calculated, we now look at methodsfor ensuring the pref-
erences of the user are consistent enough to provide reli-
ablecriteriaweights.

Consistency

Deviations from both ordinal and cardinal consistency
are considered, and to a certain extent allowed, within
AHP. Ordinal consistency requiresthat if xisgreater than
y and y is greater than z, then x should be greater than z
Cardinal consistency is a stronger requirement stipulat-
ing that if xis2 timesmoreimportant thany andyis3times
moreimportant than z, then x must be 6 times moreimpor-
tant than z. If A iscardinally consistent, then a3, = 8,
Using the previous definition of a, wecan seethat thisis
true:

w, W, 12)

If the relationship aa, = a, does not hold than A is
saidto becardinally mconsstent AHP has been designed
to deal with inconsistent matrices (both cardinal and ordi-
nal inconsistency), thus the problem becomes:

(13)

where g;> 0 and represents some perturbation causing A
to be inconsistent, producing an A matrix that looks like
thefollowing:

1 fachy 8,04, ]
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Various methods have been devised to deal with incon-
sistency. Saaty [29] suggests using the following con-
sistency index (Cl):

&30
Epyidy
(14)

of < A — M (15)
n-1
where 1. is the largest eigenvalue of A and n is the

number of elementswithin abranch being compared. If A
is perfectly consistent (cardinaly) than 2. will be at a
minimum and equal to n, producing aCl equal to zero. As
inconsistency increases, A, increases, producing alarger
valueof Cl. Thisconsistency index can a so be expressed
as a consistency ratio:



T

CR=
Ci, (16)

where Cl., is the consistency index for a random square
matrix of thesamesize. Saaty suggeststhat CR should be
lessthan or equal to 0.1 [30], but the choiceisarbitrary. If
after compl etion of a pairwise comparison matrix CR ex-
ceeds this threshold value then the user is instructed to
go back and revise comparisons until the value of CR is
acceptable.

Several methodsfor revising matricesto achieve an ac-
ceptable CR have been developed. The simplest method
for identifying pairwise comparisons that are the most
inconsistent isto compare the response from the pairwise
comparison process ("".j) with aratio derived fromthecal-
culated weights (w, / WJ.). Those values of a, that are the
most different fromw,/ w. are the pairwise comparisons
that, if changed in the direction of Wi/WJ., will most im-
prove consistency.

Karapetrovic and Rosenbloom [16] have argued this
approach measures the randomness of the user’s prefer-
ences and that randomness of preferences is an inappro-
priate measureto use. The authorsargue there are legiti-
mate reasons for inconsistency and argue that instead the
test should be to make sure no mistakes were made by the
decision maker in entering pairwise comparisonsinto the
matrix. Mistakes can be detected using tools borrowed
from statistical quality control when morethan onepairwise
comparison matrix is computed for a given problem.
Karapetrovic and Rosenbloom’s method involves track-
ing CI over time using moving average and range control
charts. Thismethod isonly valid when asufficient number
of pairwise comparison matrices are completed to allow
the observation of atrend over time and assumes that a
given decision maker is equally inconsistent throughout
agiven problem.

Step 3: ScalingAttributes

After pairwise comparisons have been made and prior-
ity weights cal cul ated for each element within the hierar-
chy, the input data for each alternative must be trans-
formed to a usable value before alternatives can be com-
pared. A mgjor strength of AHPisitsability toincorporate
attributesthat are measured on anumber of different scales,
at different intensities, and can include both numeric, de-
scriptive, and categorical data.

AHP allowsfor ahigh degree of flexibility in thetreat-
ment of input data. This is achieved by converting all
valuestorelative data. Relative values can be created by
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either comparing attribute values to other aternatives
being compared or by comparing attributesto an “ideal”
aternative. The choice of treatments will be dependent
on the type of problem and available data.

When Saaty [29] conceived AHP he carried pairwise
comparisons through to the alternatives, termed relative
scaling. Relative scaling has generated alarge amount of
criticism (see[2], [3], and [22]) and will generally not be
appropriate for the road investment problem or any other
problem where more than asmall number of alternatives
areconsidered. One of thecriticismsof AHPisthat when
relative scaling isused, the addition of anew or duplicate
aternative can causetherankingsof alternativesto change
[3]. Thisisknown asrank reversal.

An alterative method proposed by Saaty for dealing
with aternativesisthe absolute, or ideal, mode of AHP. In
the absolute mode, for a given attribute, each alternative
is compared with an “ideal” alternative to determine its
weight, termed “scoring.” The scorefor each attribute of
each aternative will range between zero and one. A com-
mon scoring technique involves dividing each attribute
value by the maximum value for that attribute present
among the alternatives. This assumes the decision mak-
er'spreferencefor that attributeislinear. Non-linear pref-
erences can al so be accommodated within AHP by speci-
fying a function equating various levels of an attribute
valueto arelative score between zero and one (Figure 3).
These functions may be the result of scientific study, ex-
pert judgment, or pairwise comparisons between categori-
cal variables.

We have now moved through the construction of the
problem as ahierarchy, presented atechnique of pairwise
comparisons to estimate user preferences, and have dis-
cussed method to convert attribute data into a relative
form. What remains is the synthesis of the information
generated in the first three steps to develop aranked list
of alternatives.

Sep 4: Synthesizing Priorities

Once relative values have been calculated for each at-
tribute of each alternative, these attribute scores are com-
bined with the attribute weights from pairwise compari-
sonsto determine the overall ranking of each alternative.
This is accomplished using a simple additive function.
The products of each attribute score and its associated
attribute weight are summed across each branch of the
hierarchy. This sum becomes the attribute value for the
node directly above and the process is repeated at the
next level of the hierarchy.
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Figure 3. Four examples of functions that can be used to convert attribute valuesto rel ative scores.

Take, for example, a single objective with three sub-
objectives. Using the pairwise comparison techniquedis-
cussed previoudly, assumetheweight for each of thethree
sub-objectives was determined to be equal to x,, X,, and
X,, respectively. Every alternative under consideration
will have attributes that correspond to each of these three
sub-objectives. Using techniques presented in the previ-
ous section, assume each attribute of each alternative has
been reduced to arelativevalue. Wewill call thisrelative
vauefor ageneral alternativey,, y,, andy,, respectively.
To calculatetheoverall scorefor the objective, S the prod-
ucts of each attribute score and its associated attribute
weight are summed, yielding theequation S=xy, + Xy, +
Xy, If thisobjectiveisused asasub-objectivein the next
higher level of the hierarchy, the relative value used for
this attribute is S

Theoverall scorefor agiven aternative meansnothing
when standing alone. Only when compared with theoveral
scores for other aternatives does this number become
meaningful. At this point, alternatives can be ranked by
their importancein contributing to the goal of theanalysis
by simply sorting aternativesbased on their overall score.
Those alternatives with the higher score will receive a
higher overall ranking.

MODEL VALIDATION

Because AHP is based on the preferences of the deci-
sion maker, validation of the resulting weighting of alter-
nativesisnot possible or practical with traditional means.
Kangas[14] pointsout that it “may be easier for the deci-
sion-maker to understand and accept thisif he or she can

be made aware of thefact that hisor her preferences actu-
aly determine the outcome of the decision analysis’ (p.

285).

The comparison of results from an application of AHP
with historic results is not appropriate because it is as-
sumed that past results are not based on consistently
applied expert judgment, otherwise therewould beno rea-
sontoimplement AHP. Attemptshave been madeto com-
paretheresultsfrom AHPwith actual preferences. Cheung
et a. [4] used a line of questioning that provided addi-
tional information about the criteriadecision makerswere
using to make their decisions. This information could
then be used to refine the analysis.

In many cases the professional judgment required to
structurethe problem asahierarchy and inform the model
of preferencesisthe same professional judgment that de-
terminesif AHPis producing adequate results. The lack
of a solid means of validating AHP results is one of the
concernsthat keeps many decision makersfrom utilizing
the power of AHP. However, AHP s by nature designed
to be used in situations where science has not yet been
ableto define quantifiablerelationshipsand decisionsrely,
in large part, on professional judgment. As stated above
by Kangas, amodel built around human preferences should
not be expected to produce aclear right or wrong answer.

USESOFTHEAHPINTHEPRIORITIZATION
OF FOREST ROADINVESTMENTS

Thetraditional use of AHPisto rank afinite, generally
small, number of aternatives. Thishasprimarily beenthe



focus of previous uses of AHP within natural resources.
Several applications of AHPinvolve choosing between a
small set of potential forest plans or projects (see [15],
[18], [26], and [34] for examples). While thisremainsa
useful application, theforest road investment prioritization
problem differs from the traditional AHP problem in that
the number of alternativesto choosefrom may extendinto
the hundreds or even thousands. Additional constraints
such as budget and time also need to be included in the
scheduling of forest road investments. We illustrate our
approach in asmall example derived from data from the
Oregon State University College Forests in Western Or-

egon.

Weassume agoal of minimizing the environmental im-
pacts of forest roads. We limit the impacts considered in
this exampl e to road-related sediment, road-related land-
dlides, and direct impacts to aguatic habitat for brevity.
For this problem, an incomplete hierarchy structure has
been constructed (Figure 4). The problem has been de-
composed into three levelsincluding the overall goal and
three objectives (minimize road-rel ated sediment entering
streams; minimize road-related landslides; and minimize
direct impacts to aquatic habitat), each with from two to
six sub-objectives. Twelve sub-objectives form the base
of the hierarchy. Table 1 describesthe datagiven for each
alternative and gives a definition for each of the twelve
sub-objectives. Associated with this hierarchy are 20
potential road investments (alternatives) with attributes
that correspond to the twelve sub-objectives at the low-
est level of thehierarchy (Table2). Whilealarge number
of potential road investments exist on the College For-
ests, 20 representative alternatives were chosen to illus-
trate the use of AHP in prioritizing forest road invest-
ments.
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In order to use the data presented in Table 2, al at-
tributes need to be converted to relative values between
zero and one. For attributes such as sediment volume,
thisisdone by dividing the tons of sediment produced by
each road segment by the maximum sediment volume pro-
duced by any of the alternatives under consideration. For
thisexampl e, the alternative with the maximum volume of
sediment produced is alternative 10 with 38,343 tons of
sediment. Therefore, all sediment attribute valuesfor all
aternatives are divided by 38,343 tonsto reach arelative
value between zero and one. Thefinal column of Table 1
describes the conversion rule used for each attribute.
Table 3 presentstherelative values used for each of the 20
aternatives.

To compare the elementswithin the second level of the
hierarchy, a decision maker would be asked three ques-
tions:

e How important is minimizing direct impactsto aquatic
habitat as compared to minimizing road-related sedi-
ment entering streamsin minimizing the environmental
impacts of aforest road?

e How important is minimizing direct impactsto aquatic
habitat as compared to minimizing road-related land-
dlidesin minimizing the environmental impactsof afor-
est road?

e How important isminimizing road-rel ated sediment en-
tering streams as compared to minimizing road-rel ated
landdlidesin minimizing the environmental impacts of a
forest road?

Iliniroize errironenental
impacts of forest roads

Llinitnize road-related
sediment entering strearns

m

Sed. [||Vegetation || Distance ||Slope

Vaolurne fo stream

Dlinitnize direct irpacts
to acuatic habitat

|Stearn Crogsing |Shadj.ng|

[inirnize road-related landslides|

ISlcupe” Slope shape | Drainage " Cutslope height ||Cu:unstmstinn meﬂmd" Construction date |

Figure4. Hierarchy for the example problem containing an overall goal of minimizing the environmental impacts of
forest roads, three objectives, and twelve sub-objectives
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Tablel. Variable descriptionsand the method used to convert attribute values (Table 2) to relative values (Table 3) for
theexample problem.

Sub-Objective Abbreviation Description Conversion of
Attribute Values
to Relative Values
Sed Volume \va Tons of sediment produced by Vol
given road segment max (Vol)
Vegetation Veg Description of vegetative cover None=1
between the road segment and the Grass=0.5
stream Forested =0
Distance to Dist Distancein feet from the road 1-- Dist
stream segment to a stream max (Dist)
Slope (road- Si Slope in percent between the road S1
related sediment and the stream max (S1)
entering streams)
Slope (road- 2 Slope in percent of the natural Y
related landslides) hillslope (excluding the road prism) max (S2)
Slope shape Shape Categorical description of the shape Concave=1
of the natural hillslope (excluding Planar =0.7
theroad prism) Convex=0
Drainage Dran Qualitative categorical description Poor=1
of the road drainage, ranging from Average=0.3
poor to good Good=0
Cutslope height CH Average height of the cutslopein CH
feet max (CH)
Construction Method Description of the construction
method method used, expressed as the Method
percentage of the road prism max (Method)
constructed of sidecast material
Construction date Date Date of initial road construction 1=pre-1950
0= post-1950
Stream crossing Xing Description of fish passage through l=yes
astream crossing structure, N/A O0=noor N/A
indicates the road segment does not
include a stream crossing
Shading Shade Percent reduction in stream shading Shade

due to the presence of the road sgement

max (Shade)
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Table 2. Datafor the 20 alternatives compared in the example problem.

Alternative \d Veg Dist SL ) Shape Dran CSH Method Date Xing Shade
1 22  Grass 62 20 10 Planar Good 1 0 1939 N/A 10
2 b Grass 20 20 10  Convex Good 1 0 1939 N/A 50
3 45  Crass 53 0 5 Planar Good 0 0 1939 N/A 5
4 B37  CGrass 106 5 5 Planar Good 3 50 1939 N/A 5
5 4165  Grass 80 50 20 Concave  Good 8 0 1939 N/A 10
6 B0 GCGrass 193 45 10 Convex Average 3 2 1939 N/A 5
7 0 Grass 246 0 5 Planar  Average O 45 1939 N/A 5
8 25 Grass 1 45 5 Convex Average 2 15 1939 N/A 0
9 0 Grass 201 60 0 Concave Poor 7 b 1939 N/A 0
10 3BA3  Grass 0 70 0 Planar Poor 2 50 1939 No 5
1u 0167 Grass 157 45 25 Concave Average 4 &0 1939 N/A 5
12 &7 Grass 121 0 15 Planar  Average 3 3] 1939 N/A 0
13 27 Grass 174 45 15 Planar  Average 3 ) 1939 N/A 0
14 5  Grass 0 45 2 Planar  Average O 0 1963 Yes 100
15 3637 GCGrass 111 45 5 Planar Avrage O 10 1963 N/A 0
16 0 Grass 0 45 15 Planar  Average 3 10 1963 No 0
17 0 Grass 252 45 0 Planar  Average 3 15 1963 N/A 0
18 0 Grass 226 45 3] Planar  Average 2 15 1963 N/A 0
19 Pl  Grass 25 5 3] Planar Poor 3 20 1963 N/A 0
2 1 Grass 8L 45 15 Planar  Average 3 2 1963 N/A 0

Table 3. Relative data used in example problem using the absol ute method of scoring.

Alternative \d Veg Dist Si SV Shape Drainage C3H Method Date Xing Shade

1 0.005 05 074 0286 0286 0.7 0 0125 0000 1 0 0.10
2 0.001 05 0921 0286 0286 0 0 0125 0000 1 0 050
3 0012 05 0790 0000 0143 0.7 0 0000 0000 1 0 025
4 0.100 05 0583 0643 0143 0.7 0 0375 0833 1 0 025
5 0.109 05 0683 0714 0571 1 0 1000 0500 1 0 0.10
6 0.250 05 0234 0643 0286 0 03 0375 0333 1 0 050
7 0.000 05 0024 0000 0143 0.7 03 0000 0750 1 0 050
8 0.007 05 0278 0643 0143 0 03 0250 0250 1 0 000
9 0.000 05 0202 0857 0857 1 1 0875 0583 1 0 0.00
10 1.000 05 1000 1000 0857 0.7 1 0250 0833 1 0 045
n 0028 05 0377 0643 0714 1 03 0500 1000 1 0 005
12 0022 05 0520 0714 0429 0.7 03 0375 0583 1 0 040
13 0.005 05 0310 0643 0429 0.7 03 0000 0000 0 1 040
14 0.009 05 1000 0643 0057 0.7 03 0000 0000 0 1 100
15 0095 05 0560 0643 0143 0.7 03 0000 0167 0 0 000
16 0.000 05 1000 0643 0429 0.7 03 0375 0167 0 0 000
17 0.000 05 0000 0643 0857 0.7 03 0375 0250 0 0 000
18 0.000 05 0103 0643 1000 0.7 03 0250 0250 0 0 000
19 0.008 05 0147 0643 1000 0.7 1 0375 0333 0 0 000
20 0.000 05 0679 0643 0429 0.7 03 0375 0333 0 0 000
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If theresponseto thefirst questionis* moderate impor-
tance”, to the second “very strong importance” and to
thethird “ strong importance,” the A matrix would be struc-
tured as shown in Table 4.

integers from oneto nine (Table 5). Theinteger valueis
givento the more preferred attribute with the reciprocal of
theinteger recorded for the lesser preferred attribute. For
the preferences stated above (Table 4), the resulting A

Table4. Pairwise comparison of second level of example hierarchy using verbal responses corresponding to Saaty’s

linear 1-to-9 scale.
Road-related
Direct impactsto sediment entering Road-related
aquatic habitat streams landslides
Direct impacts to aquatic habitat 1 Moderateimportance  Very strong importance

Road-rel ated sediment entering streams

Road-rel ated landslides

1 Strong importance

1

The A matrix is completed by converting each verbal
responseinto anumerical value. Onedesirable quality of
achosen scaleisthat the decision maker should be ableto
keep all possible scalevaluesinmind at onetime. Return-
ing to the findings of Miller [21], the average individual
has the capacity to keep only seven, plus or minus two,
objects in mind at any one time without becoming con-
fused. Saaty proposes a linear scale consisting of the

matrix is shown in Table 6. The second row represents
“road-related sediment entering streams” as compared to
“direct impacts to aguatic habitat” in the first column.
Here, “direct impacts to aquatic habitat” was given mod-
erate importance over “road-related sediment entering
streams’, avalue of 3 using Saaty’soriginal 1-to-9 scale,
so theinverse value, 1/3 is entered in the first column of
the second row. The second column of the second row

Table5. The scale used in the AHP to convert berbal responses to numeric values based on the integers between

one and nine (adapted from [30]).

Intensity of
Importance Definition Explanation

1 Equal importannce Two activities contribute equally to the objective

2 Weak

3 M oderate importance Experience and judgment strongly favor one activity over
another

4 Moderate plus

5 Strong importance Experience and judgment strongly favor one activity over
another

6 Strong plus

7 Very strong or An activity isfavored very strongly over another,

demonstrated importance its dominance demonstrated in practice

8 Very, very strong

9 Extremeimportance The evidence favoring one activity over another is of the
highest possible order of affirmation

Reciprocals of If activity A has one of the above non-zero numbers assigned to it when compared with

above non-zero
numbers

activity B, then B hasthe reciprocal value when compared with A.
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Table6. Pairwise comparison of second level of example hierarchy using Saaty’s linear 1-t0-9 scale to convert the
verbal responses given in Table 4 to numeric values.
Direct Road-related
impactsto sediment Road- Eigenvector LLSM
aquatic entering related Weight Weight
habitat streams landslides
Direct impactsto 1 3 9 0649 0649
aquatic habitat
Road-related sediment 13 1 5 0279 0279
entering streams
Road-related landslides 1/9 15 1 0072 0072

compares “road-rel ated sediment entering streams’ to it-
self soavalueof 1lisentered. For thethird column of the
second row the result of “road-related sediment entering
streams’ compared to “road-related landdlides” isrecorded
with avalue of 5, representing the decision maker’sview
that “road-related sediment entering streams’ has strong
importanceover “road-rel ated landdlides’ when minimiz-
ing the environmental impacts of forest roads.

Other methods and scal es have been devel oped to con-
vert verbal responsesto numeric values. Lootsma[19, 20]
introduced ageometric progression of values of theform

= e%i, where s> 0 is ascale parameter and 3, areinte-
gers between -8 and 8, correspondi ng to Saaty s verbal
scale. Lootsma’'s geometric progression was designed to
be used withthe LLSM. Thevalue of scan be calibrated
to match scale val uesto the decision maker’s preferences
and is an additional parameter that must be set by the
user. Thisadditional variable saddsto the uncertainty in
theresults, increases the complexity, and addslittleto no
improvement in the results. While Lootsma's geometric
scale is used, the most common scaleis Saaty’s linear 1-
to-9scale(Table4).

Using the matrix of pairwise comparisons, weightsfor
each of thethree objectives can be calculated using either
theeigenvector or LLSM procedure (Table 6). Both meth-
odsresultinaweight of 0.649 for the objective“ Minimize
directimpactsto aquatic habitat,” 0.279for “ Minimizeroad-
related sediment entering streams,” and 0.072 for “Mini-
mizeroad-related landdlides.” Before continuing, thecon-
sistency of judgments is checked using the Consistency
Ratio approach presented previously. For thisset of com-
parisons, 2 isequal to 3.065, producing aCl of 0.032.

TheRI for athree by three square matrix is0.52[30], lead-
ingtoaCR of 0.062. If thisCR value had been greater than
a set threshold value, Saaty recommends pairwise com-
parisons be revised until the value of CR is acceptable.
Thissame procedureis completed for the other three sets
of pairwise comparisons needed to completethisexample
problem. The results of these comparisons are presented
inTables7,8and 9.

Inthisexample, the attribute valuefor “Minimizedirect
impactsto aquatic habitat” for each aternativeisthe sum
of the relative value for “stream crossing” multiplied by
theattribute weight for “ stream crossing” and therelative
value multiplied by the attribute weight for “shading.”
This same operation is carried out for the other two
branches of the hierarchy. The overall score for “Mini-
mizeenvironmental impactsof forest roads’ then becomes
the sum of each objective'svalue multiplied by itsweight.
Thisisshown graphically for thefirst alternativein Figure
5 where each attribute score is presented in italics and
each element weight is presented in bold type.

When this synthesis of relative attribute values and
attribute weightsis completed for all 20 alternatives, the
overall score for each alternative can be compared to the
overall scoresfor the other alternatives and aranking de-
rived (Table 10). Thisranking givesthe user not only the
ordinal rank of each aternative but a quantitative meas-
ure of the relative importance of each alternative. Note
that the LLSM and eigenvector method produce nearly
identical rankingsfor this example, with only the twelfth
and thirteenth-ranked alternatives differing between the
two methods.
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Table7. Pairwise comparisonsfor sub-objectives of “Minimize sediment input to streams” objective (CR = 0.074).

Distance Sed. Slope Vegetation Eigenvector LLSM
to stream volume Weight Weight
Distance
to stream 1 Moderate Moderate Strong 0505 0.500
importance importance importance
Sed. volume 1 Moderate Strong 0.288 0.288
importance importance
Slope 1 Moderate 0143 0147
importance
Vegetation 1 0.064 0.066

Table8. Pairwise comparisonsfor sub-objectivesof “Minimizeroad-related landslides’ objective (CR = 0.072).

Slope Slope Drainage ConstructionConstruction Cut-slope Eigenvector  LLSM
shape method date height Weight Weight
Slope 1 Strong Strong Strong Absolute Very strong 0484 0424
importance importance importance importance importance
Slope 1 Moderate Strong  Very strong Very strong 0233 0.240
importance importance importance importance
Drainage 1 Strong Strong  Very strong 0153 0167
importance importance importance
Construction 1 Moderate  Moderate 0.065 0081
Method importance importance
Construction 1 Moderate 0038 0052
Date importance
Cut-slope 1 0028 0037
Height
Table 9. Pairwise comparison for the obj ective of “Minimizedirect impactsto fish” objective (CR = 0.000).
Stream Eigenvector LLSM
crossing Shading Weight Weight
Stream crossing 1 M oderate importance 0.750 0.750
Shading 1 0.250 0.250




International Journal of Forest Engineering ¢ 65

0127 +0025+0.016 =0.168
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Figure5. Calculation of overall score value for Alternative 1 of the example problem. Bold values indicate attribute
weights (using the Power Method to calculate the principal right eigenvector), valuesin italics are relative
attribute scoresfor Alternative 1 (Table 9).

Table8. Overall score and ranking for the 20 alternativesin the example problem using both the LL SM and Eigenvector
method of cal cul ating weights from pairwise comparison data.

Alternative EM Score EM Rank LLSM Score LLSM Rank
1 0.168 10 0.168 10
2 0.244 3 0.243 3
3 0181 8 0181 8
4 0.189 7 0.192 7
5 0.202 6 0.203 6
6 0114 16 0115 15
7 0.047 2 0.049 2
8 0.087 18 0.089 18
9 0.136 14 0.137 14
10 0403 2 0403 2
11 0151 12 0.152 12
12 0214 4 0.215 4
13 0179 9 0.180 9
14 0.842 1 0.842 1
15 1142 13 0.142 13
16 0.207 5 0.206 5
17 0.081 19 0.080 19
18 0.101 17 0.098 17
19 0.116 15 0114 16
20 0.163 1 0.162 1
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Benefit: Cost Ratios

The overall score value can also be used as a measure
of the relative worth of a given alternative as compared
with other aternatives. Thisnaturally leadsto abenefit:cost
ratio use of the overall score values combined with some
measure of economic cost. The numerator, benefit, isthe
overall score generated using AHP. The denominator of
the benefit:cost ratio is an estimated cost to implement a
solution to the problem represented by each alternative.
This score was calculated using the eigenvector method
and absolute scoring. This comparison is possible be-
cause the benefit for a given project is a relative value
calculated on the same scale as al other aternatives un-
der consideration. The alternatives with the higher
benefit:cost ratioswould bethe morefavored alternatives,
indicating those alternatives that will provide a greater
benefit for every dollar spent. Combining the cost of a
giveninvestment and the benefit that investment will pro-
duce, anew ranking of alternatives can be made that con-
siders both factors (Table 11).

ResourceAllocation
Therelative priorities derived using AHP can be used

to allocate resources. For example, asimplethree period
integer programming all ocation problem can beformulated

using the benefits and costs for each aternative:
R
Mazimize 3 > x.b,

i)

m
st X xe, < $10000  for every
lm]

17
xy=1[0.1] for esrery i
3
>x, =1 for every §
=l

Where i is the aternative (20 total), j is the period (3
total), b, isthe benefit derived though AHPfor each alter-
native, ¢ isthe cost of implementing each alternative (in-
vestment), and x isabinary variableindicating if alterna-
tivei will becompletedin periodj.

Thetotal dollar valueto fix or completeall of the twenty
aternativesis $68,950. For thisexample, only $10,000is
available to spend in each of the threetime periods. The
expenditures in each of the three periods were $7,450,
$10,000, and $10,000, with atotal benefit in each period of
1.318,0.874, and 0.573, respectively (Table 12).

Table 11. Benefit: cost example where cost is the estimated cost to complete a given alternative and the benefit is
the overall score calculated using the Eigenvector method.

Alternative Overdl| Score Cost Benefit: Cost Benefit:
(Benefit) ©® (1000* Overdl Cost Rank
Score/Cost)
1 0.168 70 0.2239 10
2 0.244 7,500 0.0326 17
3 0181 7,000 0.0259 18
4 0.189 70 0.2526 6
5 0.202 4,000 0.0506 14
6 0114 500 0.2281 9
7 0047 3,000 0.0156 19
8 0.087 200 04351 3
9 0.136 1,500 0.0910 13
10 0403 8,000 00504 15
1 0.151 4500 0.0337 16
12 0214 2,000 0.1068 12
13 0179 26,000 0.0069 2
14 0842 700 1.2032 1
15 1142 350 04055 4
16 0.207 350 05915 2
17 0081 400 0.2036 n
18 0.101 300 0.3355 5
19 0.116 500 0.2317 8
2 0.163 650 0.2501 7




Table12. Per alternative results of athree period aloca-
tion problem solved using linear programming.

Alternative Overdl Cost to Period
Score Complete Completed
(Benefit) ©®
1 0.397 70 1
2 0412 7,500 -
3 0.366 7,000 -
4 0.392 70 1
5 0507 4,000 2
6 0.280 500 1
7 0.135 3,000 -
8 0.226 200 1
9 0422 1,500 1
10 0.872 8,000 3
u 0421 4500 2
12 0413 2,000 1
13 0331 26,000 -
14 0548 700 1
15 0.362 30 1
16 0530 30 1
17 0.262 400 1
18 0314 300 1
19 0.362 500 1
20 0428 650 1

Many large optimization models used to manage forest
roads use an objective function with many coefficients
that must be decided upon and changed by the user. The
value of these coefficients is heavily dependent on pro-
fessional judgment and generally no formal process for
deriving these coefficientsisused. AHP providesastruc-
tured processto devel op professional judgmentsand user
preferencesinto coefficientsthat can be used in an objec-
tivefunction. Thisobjective function can then be used to
measure the “quality” of a given solution compared to
solutions in previous or future model runs. The “ideal”
against which each alternative would be compared to in
order to determine an attribute'srelative value would need
to be set asa static value, not simply the maximum value
present in agroup of alternatives. These“ideal” attribute
valueswould need to remain constant in order for overall
alternative scoresto be comparable. Oncean“ideal” value
is changed a new comparison between overall scores
would be required. This application of AHP has been
introduced by Saaty [31] and Schmoldt et al. [34] but has
not been demonstrated widely in theliterature and may be
apromising arenafor future work.
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CONCLUDINGREMARKS

TheAnalytic Hierarchy Process has potential for man-
aging existing road systems where science has not yet
uncovered quantifiable relationships between cause and
effect, meaning the synthesis of road inventory data to
set investment priorities must rely in part on professional
judgment. AHP provides users with a structured means
of incorporating both scientific dataand professiona judg-
mentsinto areplicable process. Additionally, the overal
scorefor each alternative can be used as ameasure of the
relative worth of a given aternative (in relation to the
overall goal) as compared to the other alternatives under
scrutiny. This relative benefit can be used to further in-
corporate costs into the decision analysis either through
the use of a benefit:cost ratio or as a constraint used in
scheduling investments.

Theflexibility provided by AHPrequires usersto make
several decisionsin the formulation and implementation
of anAHPsolution. In order to makeinformed decisions
concerning the correct application of AHPto a particular
situation, it is necessary for the decision maker to have a
clear understanding of the consequences of these deci-
sions. This paper has presented the theoretical back-
ground, benefits, and drawbacks of many of these choices.
Theforest road investment problem to minimize the envi-
ronmental impacts of roads differsfrom thetraditional ap-
plications of AHPinthat the potential existsfor large num-
bers of alternatives to be compared simultaneously. The
measures of relative benefit of each alternative can then
be used in subsegquent modelsto all ocate scarce resources
such as budget and time.
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