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#### Abstract

Given a weighted graph $G=(V, E, w)$, we investigate the problem of constructing a sequence of $n=|V|$ subsets of vertices $M_{1}, \ldots, M_{n}$ (called groups) with small diameters, where the diameter of a group is calculated using distances in $G$. The constraint on these $n$ groups is that they must be incremental: $M_{1} \subset M_{2} \subset \cdots \subset M_{n}=V$. The cost of a sequence is the maximum ratio between the diameter of each group $M_{i}$ and the diameter of a group $N_{i}^{*}$ with $i$ vertices and minimum diameter: $\max _{2 \leq i \leq n}\left\{\frac{D\left(M_{i}\right)}{D\left(N_{i}^{*}\right)}\right\}$. This quantity captures the impact of the incremental constraint on the diameters of the groups in a sequence. We give general bounds on the value of this ratio and we prove that the problem of constructing an optimal incremental sequence cannot be solved approximately in polynomial time with an approximation ratio less than 2 unless $P=N P$. Finally, we give a 4-approximation algorithm and we show that the analysis of our algorithm is tight.
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## 1. Introduction

We are given a weighted undirected graph $G=$ $(V, E, w)$ where $w$ is a function that assigns positive weights to the edges. We use $d_{G}(u, v)$ to denote the distance between $u$ and $v$ in $G$, that is, the weight of a minimum weight path between $u$ and $v$ in $G$. The diameter of a group $M \subseteq V$ is $D(M)=\max \left\{d_{G}(u, v): u, v \in M\right\}$. Let $n=|V|$. A group of size $i, 1 \leq i \leq n$, of minimum diameter is a group $N_{i}^{*} \subseteq V$ with $\left|N_{i}^{*}\right|=i$, and $D\left(N_{i}^{*}\right)=\min \{D(M): M \subseteq V,|M|=i\}$. Our goal in this paper is to construct a sequence of groups $M_{1}, M_{2}, \ldots, M_{n}$ such that $M_{1} \subset M_{2} \subset \cdots \subset M_{n}$ and each $M_{i}$ has a diameter that is close to the optimal diameter (the diameter of $N_{i}^{*}$ ). We measure the quality of an incremental sequence $M_{1}, M_{2}, \ldots, M_{n}$ by the maximum ratio between the diameter of each $M_{i}$ and the diameter of the corresponding $N_{i}^{*}$.

Definition 1. An incremental sequence of groups is a sequence $M_{1}, M_{2}, \ldots, M_{n}$ such that $M_{1} \subset M_{2} \subset \cdots \subset$ $M_{n}=V$ and $\left|M_{i}\right|=i$ for all $i, 1 \leq i \leq n$. The cost of
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an incremental sequence of groups $M_{1}, M_{2}, \ldots, M_{n}$ is

$$
\operatorname{cost}\left(M_{1}, \ldots, M_{n}\right)=\max _{2 \leq i \leq n}\left\{\frac{D\left(M_{i}\right)}{D\left(N_{i}^{*}\right)}\right\} .
$$

Since we compare the diameter of successive incremental groups to groups of minimum diameter that are not constrained to be incremental, this cost measures the impact on the diameter of the constraint that the sequence of groups must be incremental.

Definition 2. An optimal incremental sequence is an incremental sequence $N_{1}^{o p t}, N_{2}^{\text {opt }}, \ldots, N_{n}^{\text {opt }}$ of minimum cost:

$$
\begin{aligned}
& \operatorname{cost}\left(N_{1}^{o p t}, \ldots, N_{n}^{o p t}\right)=\min \left\{\operatorname{cost}\left(M_{1}, \ldots, M_{n}\right):\right. \\
& \left.M_{1} \subset \cdots \subset M_{n}=V,\left|M_{i}\right|=i, 1 \leq i \leq n\right\}
\end{aligned}
$$

Our main contribution in this paper is a new cost measure, the cost of an incremental sequence, which allows the study of the impact of an incremental constraint on the quality of approximate solutions to $N P$-hard optimization problems. In this paper, we use the measure to study a diameter problem and a related eccentricity problem, but the approach is general and can be used to study other problems.

Our cost measure and our approach differ in several important ways from common previous approaches to studying approximation algorithms. Perhaps the most
common approach assumes that an entire problem instance is given in advance and the performance of the algorithm is measured in terms of the quality of the final solution. There are no constraints on the intermediate solutions produced by the algorithm and the cost measure does not take them into account. The approximation ratio is used to measure the intrinsic difficulty of constructing a solution in polynomial time compared to the best (non-polynomial time) solution. See $[1,5,6,8]$ for comprehensive treatments of approximation algorithms. The major differences of our approach are that it requires that the final solution be built incrementally and the quality of the intermediate solutions is taken into account by our cost measure.

Another popular approach is to assume that a problem instance is revealed one element at a time. The quality of algorithms for these on-line versions of problems is measured using the competitive ratio which compares the final solution to the best that can be achieved by an off-line algorithm that knows an entire instance in advance. In one variant, changes to the existing partial solution are allowed when a new element is revealed; in another variant, changes are disallowed. See [2,3] for further references on on-line problems. The most important differences of our approach are that an entire instance is known in advance, and the order that elements are added is chosen by the algorithm.

The approach taken in [7] is to construct a sequence of incremental trees to cover successive groups. The main difference from our approach is that the successive groups are not chosen by the algorithm in [7]; they are given in advance.

Beyond theoretical interest in the incremental cost measure, a sequence of incremental groups could be used in applied situations such as the following. Suppose that the graph models a point to point network interconnecting a cluster of computers that is shared among several applications. Each application is allocated a subset of the computers that are available when it starts. An application starts with one active computer. As the need for computational power increases, computers are added, one by one, giving an incremental sequence of groups of computers. The computers need to communicate to exchange data and partial results, so the performance also depends on the communication latencies among the computers in the current group. The maximum latency in a group is the diameter of the group, so an optimal incremental sequence will give the
best performance.
In the next section, we derive matching upper and lower bounds on the cost of an optimal incremental sequence. In Section 3, we prove that the problem of constructing an optimal incremental sequence cannot be solved approximately with an approximation ratio less than 2 unless $P=N P$. In Section 4, we develop an optimal polynomial-time algorithm for the related problem of finding an incremental sequence of groups with small eccentricities. We then use this algorithm to develop a polynomial-time 4-approximation algorithm for the problem of constructing an optimal incremental sequence for a graph, and we show that our analysis of the algorithm is tight.

## 2. General bounds on the cost of an optimal incremental sequence

In this section, we derive matching upper and lower bounds on the cost of an optimal incremental sequence.

Theorem $1 \operatorname{cost}\left(N_{1}^{o p t}, \ldots, N_{n}^{o p t}\right) \leq \sqrt{D(V)}$ for ev ery weighted graph $G=(V, E, w)$ with $w(e) \geq 1$ for all $e \in E$.

PROOF. Let $G=(V, E, w)$ be a weighted graph with $w(e) \geq 1$ for all $e \in E$. For every $i, 1 \leq i \leq n$, let $N_{i}^{*}$ be a group of size $i$ of minimum diameter. Let $i_{0}$ be the largest integer such that $D\left(N_{i_{0}}^{*}\right) \leq \sqrt{D(V)}$. Since $G=(V, E, w)$ is a weighted graph with $w(e) \geq 1$ for all $e \in E$, we have

$$
\begin{align*}
& 1 \leq D\left(N_{2}^{*}\right) \leq \cdots \leq D\left(N_{i_{0}}^{*}\right) \leq \sqrt{D(V)} \\
& <D\left(N_{i_{0}+1}^{*}\right) \leq \cdots \leq D\left(N_{n}^{*}\right) . \tag{1}
\end{align*}
$$

Let $M_{1}, M_{2}, \ldots, M_{n}$ be any incremental sequence such that $M_{i_{0}}=N_{i_{0}}^{*}$. Thus,

$$
\begin{align*}
1 \leq D\left(M_{2}\right) \leq \cdots \leq D\left(M_{i_{0}}\right)=D & \left(N_{i_{0}}^{*}\right) \\
& \leq \sqrt{D(V)} \tag{2}
\end{align*}
$$

As the diameter of $G=(V, E, w)$ is $D(V)$, we have

$$
\begin{equation*}
D\left(M_{i_{0}+1}\right) \leq \cdots \leq D\left(M_{n}\right) \leq D(V) \tag{3}
\end{equation*}
$$

By (1) and (2) we obtain

$$
\max _{2 \leq i \leq i_{0}}\left\{\frac{D\left(M_{i}\right)}{D\left(N_{i}^{*}\right)}\right\} \leq \sqrt{D(V)}
$$



Fig. 1. The graph $G_{0}$
and by (1) and (3) we obtain $\max _{i_{0}+1 \leq i \leq n}\left\{\frac{D\left(M_{i}\right)}{D\left(N_{i}^{*}\right)}\right\} \leq$ $\frac{D(V)}{\sqrt{D(V)}}=\sqrt{D(V)}$. It follows that

$$
\begin{array}{r}
\operatorname{cost}\left(N_{1}^{o p t}, \ldots, N_{n}^{o p t}\right) \leq \operatorname{cost}\left(M_{1}, \ldots, M_{n}\right) \\
\leq \sqrt{D(V)}
\end{array}
$$

The next theorem provides a lower bound that matches the upper bound of Theorem 2. Together, Theorems 1 and 2 give a tight bound on the worst case cost of an optimal incremental sequence for the class of graphs with all edge weights at least 1 .

Theorem $2 \operatorname{cost}\left(N_{1}^{o p t}, \ldots, N_{n}^{o p t}\right) \geq \sqrt{D\left(V_{0}\right)}$ for infinitely many weighted graphs with all edge weights at least 1 .

PROOF. Let $G_{0}=\left(V_{0}, E_{0}, w_{0}\right)$ be the weighted graph in Figure 1, where $K>1$ is an arbitrary constant. The diameter of $G_{0}$ is $D\left(V_{0}\right)=K^{2}$. For every $i, 1 \leq i \leq 5$, let $N_{i}^{*}$ be a group of size $i$ of minimum diameter. Let $M_{1}, M_{2}, \ldots, M_{5}$ be any incremental sequence for $G_{0}$. If $M_{2} \neq\{a, b\}$, then $\frac{D\left(M_{2}\right)}{D\left(N_{2}^{*}\right)} \geq \frac{K}{1}=K$. Otherwise, $M_{2}=\{a, b\}$, and for all $M_{3}$ such that $M_{2} \subset M_{3}$, $\frac{D\left(M_{3}\right)}{D\left(N_{3}^{*}\right)}=\frac{K^{2}}{K}=K$. Thus, $\operatorname{cost}\left(M_{1}, \ldots, M_{5}\right) \geq K=$ $\sqrt{D\left(V_{0}\right)}$. The proof is easily generalized to any complete graph with all edge weights $K^{2}$ except a triangle with edge weights $K$ and a pair of vertices that is disjoint from the triangle and connected by an edge with weight 1.

## 3. Non-approximability of constructing optimal incremental sequences

In this section, we investigate the complexity of constructing optimal incremental sequences. We first state the problems more formally.

## UNWEIGHTED INCREMENTAL SEQUENCE

Instance: A graph $G=(V, E)$.
Solution: An incremental sequence of groups $M_{1}, M_{2}, \ldots, M_{n}$ in $G$, i.e., $M_{1} \subset \cdots \subset M_{n}=V$ with $\left|M_{i}\right|=i$ for all $i, 1 \leq i \leq n$.
MEASURE: $\operatorname{cost}\left(M_{1}, \ldots, M_{n}\right)$.

## WEIGHTED INCREMENTAL SEQUENCE

Instance: A weighted graph $G=(V, E, w)$ with $w(e)>0$ for all $e \in E$.
Solution: An incremental sequence of groups $M_{1}, M_{2}, \ldots, M_{n}$ in $G$, i.e., $M_{1} \subset \cdots \subset M_{n}=V$ with $\left|M_{i}\right|=i$ for all $i, 1 \leq i \leq n$.
MEASURE: $\operatorname{cost}\left(M_{1}, \ldots, M_{n}\right)$.
We now show that there is no polynomial-time approximation algorithm with an approximation ratio less than 2 for the problem of finding $N_{1}^{o p t}, \ldots, N_{n}^{o p t}$ unless $P=N P$.

Theorem 3 There is no polynomial time approximation algorithm with an approximation ratio less than 2 for UNWEIGHTED INCREMENTAL SEQUENCE unless $P=N P$.

PROOF. Let $G=(V, E)$. Let $r^{\prime} \notin V$, and let $G^{\prime}=$ ( $V^{\prime}, E^{\prime}$ ) be the graph such that $V^{\prime}=V \cup\left\{r^{\prime}\right\}$ and $E^{\prime}=E \cup\left\{\left(u, r^{\prime}\right): u \in V\right\}$. Constructing $G^{\prime}$ from $G$ can be done in polynomial time. For all $S \subseteq V^{\prime}$, let $D^{\prime}(S)$ denote the diameter of $S$ in $G^{\prime}$. Let $M_{1}, \ldots, M_{n^{\prime}}$ be an incremental sequence for $G^{\prime}$. For all $i, 1 \leq i \leq n^{\prime}$, let $N_{i}^{*}$ be a group of size $i$ of minimum diameter in $G^{\prime}$.

Suppose, by contradiction, that there is a polynomial time approximation algorithm for UNWEIGHTED INCREMENTAL SEQUENCE that guarantees an approximation ratio strictly less than 2 . Let $V^{\prime}=\left\{v_{1}^{\prime}, v_{2}^{\prime}, \ldots, v_{n^{\prime}}^{\prime}\right\}$ such that $\left\{v_{1}^{\prime}, \ldots, v_{i_{0}}^{\prime}\right\}$ is a maximum clique in $G^{\prime}$. Consider the incremental sequence $N_{1}^{o p t}, \ldots, N_{n^{\prime}}^{o p t}$ in $G^{\prime}$ obtained by adding the vertices of $G^{\prime}$ in the order $v_{1}^{\prime}, v_{2}^{\prime}, \ldots, v_{n^{\prime}}^{\prime}$. As $G^{\prime}$ is an unweighted graph of diameter at most 2 , any subset $S \subseteq V^{\prime}$ with $|S| \geq 2$ is such that $D^{\prime}(S)=1$ or $D^{\prime}(S)=2$. It follows that
(1) $D^{\prime}\left(N_{i}^{o p t}\right)=D^{\prime}\left(N_{i}^{*}\right)=1$ for all $2 \leq i \leq i_{0}$,
(2) $D^{\prime}\left(N_{i}^{o p t}\right)=D^{\prime}\left(N_{i}^{*}\right)=2$ for all $i_{0}+1 \leq i \leq n^{\prime}$.

In particular, the incremental sequence $N_{1}^{o p t}, \ldots, N_{n^{\prime}}^{o p t}$ satisfies $D^{\prime}\left(N_{i}^{o p t}\right)=D^{\prime}\left(N_{i}^{*}\right)$ for all $2 \leq i \leq n^{\prime}$. Hence,

$$
\frac{\max _{2 \leq i \leq n^{\prime}}\left\{\frac{D^{\prime}\left(M_{i}\right)}{D^{\prime}\left(N_{i}^{*}\right)}\right\}}{\max _{2 \leq i \leq n^{\prime}}\left\{\frac{D^{\prime}\left(N_{i}^{o t}\right)}{D^{\prime}\left(N_{i}^{*}\right)}\right\}}=\max _{2 \leq i \leq n^{\prime}}\left\{\frac{D^{\prime}\left(M_{i}\right)}{D^{\prime}\left(N_{i}^{*}\right)}\right\}
$$

In $G^{\prime}$, any subset $S \subseteq V^{\prime}$ with $|S| \geq 2$ is such that $D^{\prime}(S)=1$ or $D^{\prime}(S)=2$, so the only two possible values of $\max _{2 \leq i \leq n^{\prime}}\left\{\frac{D^{\prime}\left(M_{i}\right)}{D^{\prime}\left(N_{i}^{*}\right)}\right\}$ are 1 and 2 . This means that if $M_{1}, \ldots, M_{n^{\prime}}$ is an incremental sequence constructed in polynomial time by an algorithm with approximation ratio strictly less than 2 , then $\max _{2 \leq i \leq n^{\prime}}\left\{\frac{D^{\prime}\left(M_{i}\right)}{D^{\prime}\left(N_{i}^{*}\right)}\right\}=1$, and $D^{\prime}\left(M_{i}\right)=D^{\prime}\left(N_{i}^{*}\right)$ for all $i, 2 \leq i \leq n^{\prime}$. Thus, by choosing the largest integer $i_{0}$ such that $D^{\prime}\left(M_{i_{0}}\right)=D^{\prime}\left(N_{i_{0}}^{*}\right)=1$, one can construct in polynomial time a maximum clique in $G^{\prime}$ (namely $M_{i_{0}}$ ), and therefore a maximum clique in $G$ (namely $M_{i_{0}} \backslash\left\{r^{\prime}\right\}$ ). This contradicts the fact that finding a clique of maximum size in $G$ is $N P$-hard (see [4]).

Corollary 4 There is no polynomial time approximation algorithm with an approximation ratio less than 2 for WEIGHTED INCREMENTAL SEQUENCE unless $P=N P$.

## 4. A 4-approximation algorithm for constructing an optimal incremental sequence

In this section, we develop an optimal polynomialtime algorithm to find an incremental sequence of groups with small eccentricities. We then prove that our algorithm is a 4 -approximation algorithm for the problem of finding an optimal incremental sequence for the diameter.

Definition 3. The eccentricity of a group $M \subseteq V$ with root $r \in M$ is $E(M, r)=\max \left\{d_{G}(u, r): u \in M\right\}$. A group $M_{i}^{*} \subseteq V$ with $\left|M_{i}^{*}\right|=i, 1 \leq i \leq n$, is a group of size $i$ of minimum eccentricity if there exists a vertex $r_{i}^{*} \in M_{i}^{*}$ (called its associated root) such that $E\left(M_{i}^{*}, r_{i}^{*}\right)=\min \{E(M, r): M \subseteq V,|M|=i, r \in$ $M\}$. An optimal incremental sequence for the eccentricity is an incremental sequence of groups $M_{1}^{o p t}=$
$\left\{r^{o p t}\right\}, M_{2}^{o p t}, \ldots, M_{n}^{o p t}=V$ with $\left|M_{i}^{o p t}\right|=i$ for all $i, 1 \leq i \leq n$, such that

$$
\begin{aligned}
& \max _{2 \leq i \leq n}\left\{\frac{E\left(M_{i}^{\text {opt }}, r^{o p t}\right)}{E\left(M_{i}^{*}, r_{i}^{*}\right)}\right\}=\min \left\{\max _{2 \leq i \leq n}\right. \\
&\left.\left\{\frac{E\left(M_{i}^{\prime}, r^{\prime}\right)}{E\left(M_{i}^{*}, r_{i}^{*}\right)}\right\}: \begin{array}{l}
M_{1}^{\prime} \subset \cdots \subset M_{n}^{\prime}=V, \\
\left|M_{i}^{\prime}\right|=i, M_{1}^{\prime}=\left\{r^{\prime}\right\}
\end{array}\right\} .
\end{aligned}
$$

Definition 4. Let $r \in V$ and let $S$ be the sequence containing the values $\left\{d_{G}(r, u): u \in V\right\}$ sorted in increasing order (note that $|S| \leq n=|V|$ ). Consider the partition $F_{1}(r), \ldots, F_{n}(r)$ of $V$ such that $F_{j}(r)=$ $\left\{u: d_{G}(r, u)\right.$ is the $j^{\text {th }}$ value in $\left.S\right\}, 1 \leq j \leq n$. A group $M \subseteq V$ is a breadth-first subset from root $r \in M$ if it satisfies:
If $|M|=1$, then $M=\{r\}$.
If $|M| \geq 2$, then there exists a $k \geq 2$ such that

- $\forall j, 1 \leq j \leq k-1, F_{j}(r) \cap M=F_{j}(r)$,
- $F_{k}(r) \cap M \neq \varnothing$,
- $\forall l>k, F_{l}(r) \cap M=\varnothing$.

The following algorithm $\mathrm{BE}_{i}$ (for Best Eccentricity) finds a group of size $i$ of minimum eccentricity for any $i, 1 \leq i \leq n$.

> Algorithm $1\left(\mathrm{BE}_{i}\right)$
> (1) For each $r \in V$, construct a breadth-first subset $M_{i}(r) \subseteq V$ from root $r$ with $\left|M_{i}(r)\right|=i$.
> (2) Choose $r_{i}$ and its associated group $M_{i}\left(r_{i}\right)$ such that $E\left(M_{i}\left(r_{i}\right), r_{i}\right)=\min \left\{E\left(M_{i}(r), r\right): r \in V\right\}$.

Note that for all $r \in V$, the partition $F_{1}(r), \ldots, F_{n}(r)$ and the associated group $M_{i}(r)$ can be constructed in polynomial time using Dijkstra's algorithm. Thus, $M_{i}\left(r_{i}\right)$ can be constructed in polynomial time.

The following lemma shows that Algorithm $\mathrm{BE}_{i}$ constructs a group of size $i$ of minimum eccentricity. The idea of the proof is to show that for a given root $r \in V$, the group of size $i$ of minimum eccentricity associated with $r$ is a breadth-first subset from root $r$. As algorithm $\mathrm{BE}_{i}$ checks each root $r \in V$, it necessarily finds the right subset.

Lemma 5 Algorithm $\mathrm{BE}_{i}$ constructs a group of size $i$ of minimum eccentricity for any $i, 1 \leq i \leq n$.

PROOF. Let $1 \leq i \leq n$. For all $r \in V$, let $M_{i}^{\prime}(r) \subseteq V$ be any group of size $i$ with $r \in M_{i}^{\prime}(r)$ and let $M_{i}^{\prime \prime}(r) \subseteq V$ be a breadth-first subset from root $r$ of size $i$. Thus, for any $r \in V$, we have
$E\left(M_{i}^{\prime \prime}(r), r\right)=\max \left\{d_{G}(u, r): u \in M_{i}^{\prime \prime}(r)\right\} \quad \leq$ $\max \left\{d_{G}(v, r): v \in M_{i}^{\prime}(r)\right\}=E\left(M_{i}^{\prime}(r), r\right)$. Hence,

$$
\begin{align*}
& \min \left\{E\left(M_{i}^{\prime \prime}(r), r\right): r \in V\right\} \\
& \leq \min \left\{E\left(M_{i}^{\prime}(r), r\right): r \in V\right\} \tag{4}
\end{align*}
$$

Let $M_{i}\left(r_{i}\right)$ be a group of size $i$ constructed by Algorithm $\mathrm{BE}_{i}, 1 \leq i \leq n$, and let $M_{i}^{*}$ be a group of size $i$ with minimum eccentricity and associated root $r_{i}^{*} \in M_{i}^{*}$. By the definition of Algorithm $\mathrm{BE}_{i}$, we have $E\left(M_{i}\left(r_{i}\right), r_{i}\right)=\min \left\{E\left(M_{i}^{\prime \prime}(r), r\right):\right.$ $r \in V\}$ and by the definition of $M_{i}^{*}$, we have $E\left(M_{i}^{*}, r_{i}^{*}\right)=\min \left\{E\left(M_{i}^{\prime}(r), r\right): r \in V\right\}$. Thus, by (4), $E\left(M_{i}\left(r_{i}\right), r_{i}\right) \leq E\left(M_{i}^{*}, r_{i}^{*}\right)$. As $M_{i}^{*}$ is a group of size $i$ with the smallest eccentricity, $E\left(M_{i}^{*}, r_{i}^{*}\right)=E\left(M_{i}\left(r_{i}\right), r_{i}\right)$.

The next algorithm IBE (for Incremental Best Eccentricity) constructs an optimal incremental sequence of groups for the eccentricity.

$$
\begin{aligned}
& \text { Algorithm } 2 \text { (IBE) } \\
& \text { (1) For each } r \in V \text { : } \\
& \text { Start with } M_{1}(r)=\{r\} \text {. } \\
& \text { For each } i, 1 \leq i \leq n \text { : } \\
& \text { (a) Construct a breadth-first subset } M_{i}(r) \text { from } \\
& \text { rootr } r \text { with }\left|M_{i}(r)\right|=\text { i. } \\
& \text { (b) Compute the ratio } \frac{E\left(M_{i}(r), r\right)}{E\left(M_{i}^{*}, r_{i}^{*}\right)} \text {. } \\
& \text { (2) Choose } r_{0} \in V \text { and its associated sequence } \\
& M_{1}\left(r_{0}\right), \ldots, M_{n}\left(r_{0}\right) \text { such that } \\
& \max _{2 \leq i \leq n}\left\{\frac{E\left(M_{i}\left(r_{0}\right), r_{0}\right)}{E\left(M_{i}^{*}, r_{i}^{*}\right)}\right\}= \\
& \min \left\{\max _{2 \leq i \leq n}\left\{\frac{E\left(M_{i}(r), r\right)}{E\left(M_{i}^{*}, r_{i}^{*}\right)}\right\}: r \in V\right\} .
\end{aligned}
$$

Note that for all $r \in V$, the associated sequence $M_{1}(r), \ldots, M_{n}(r)$ can be constructed in polynomial time using Dijkstra's algorithm and that for all $r \in V$, and all $i, 2 \leq i \leq n$, the ratio $\frac{E\left(M_{i}(r), r\right)}{E\left(M_{i}^{*}, r_{i}^{*}\right)}$ can be computed in polynomial time by using Algorithm $\mathrm{BE}_{i}$ to compute $E\left(M_{i}^{*}, r_{i}^{*}\right)$. Thus, $M_{1}\left(r_{0}\right), \ldots, M_{n}\left(r_{0}\right)$ can be constructed in polynomial time.

Lemma 6 Algorithm IBE finds an optimal incremental sequence for the eccentricity.

PROOF. Let $M_{1}\left(r_{0}\right)=\left\{r_{0}\right\}, M_{2}\left(r_{0}\right), \ldots, M_{n}\left(r_{0}\right)$ be the incremental sequence constructed by IBE,
let $M_{1}^{o p t}=\left\{r^{o p t}\right\}, M_{2}^{o p t}, \ldots, M_{n}^{o p t}$ be an optimal incremental sequence for the eccentricity, and let $M_{i}^{*}$ be a group of size $i$ of minimum eccentricity and associated root $r_{i}^{*} \in M_{i}^{*}, 1 \leq i \leq n$. Algorithm IBE constructs an incremental sequence starting with each possible root, including the sequence $\quad M_{1}\left(r^{o p t}\right), \ldots, M_{n}\left(r^{o p t}\right)$ starting with $M_{1}\left(r^{o p t}\right)=\left\{r^{o p t}\right\}$. Moreover, by the definition of Algorithm IBE, the groups $M_{1}\left(r^{o p t}\right), \ldots, M_{n}\left(r^{o p t}\right)$ are breadth-first subsets from root $r^{\text {opt }}$. Thus, we have $E\left(M_{i}\left(r^{o p t}\right), r^{o p t}\right) \leq E\left(M_{i}^{o p t}, r^{o p t}\right), 1 \leq i \leq n$, and we obtain

$$
\begin{aligned}
& \max _{2 \leq i \leq n}\left\{\frac{E\left(M_{i}\left(r^{o p t}\right), r^{o p t}\right)}{E\left(M_{i}^{*}, r_{i}^{*}\right)}\right\} \leq \\
& \max _{2 \leq i \leq n}\left\{\frac{E\left(M_{i}^{o p t}, r^{o p t}\right)}{E\left(M_{i}^{*}, r_{i}^{*}\right)}\right\}
\end{aligned}
$$

By the definition of Algorithm IBE (see the second part of the algorithm), and the fact that $M_{1}^{o p t}, \ldots, M_{n}^{o p t}$ is an optimal incremental sequence for the eccentricity, we obtain

$$
\max _{2 \leq i \leq n}\left\{\frac{E\left(M_{i}\left(r_{0}\right), r_{0}\right)}{E\left(M_{i}^{*}, r_{i}^{*}\right)}\right\}=\max _{2 \leq i \leq n}\left\{\frac{E\left(M_{i}^{\text {opt }}, r^{o p t}\right)}{E\left(M_{i}^{*}, r_{i}^{*}\right)}\right\}
$$

We show that Algorithm IBE is a 4-approximation algorithm for the problem of finding an optimal incremental sequence for the diameter.

Theorem 7 Let $M_{1}, \ldots, M_{n}$ be the incremental sequence constructed by Algorithm IBE and let $N_{1}^{\text {opt }}, \ldots, N_{n}^{\text {opt }}$ be an optimal incremental sequence. Then

$$
\frac{\operatorname{cost}\left(M_{1}, \ldots, M_{n}\right)}{\operatorname{cost}\left(N_{1}^{o p t}, \ldots, N_{n}^{o p t}\right)} \leq 4
$$

PROOF. For every $1 \leq i \leq n$, let $N_{i}^{*}$ be a group of size $i$ of minimum diameter, and let $M_{i}^{*}$ be a group of size $i$ of minimum eccentricity and associated root $r_{i}^{*} \in M_{i}^{*}$. Let $M_{1}^{o p t}, M_{2}^{o p t}, \ldots, M_{n}^{o p t}$ be an optimal incremental sequence for the eccentricity.

$$
\begin{aligned}
\max _{2 \leq i \leq n}\left\{\frac{D\left(M_{i}\right)}{D\left(N_{i}^{*}\right)}\right\} \leq & 2 \max _{2 \leq i \leq n}\left\{\frac{E\left(M_{i}, r\right)}{D\left(N_{i}^{*}\right)}\right\} \\
& \left(\text { with } M_{1}=\{r\}\right. \text { and because } \\
& \left.D\left(M_{i}\right) \leq 2 E\left(M_{i}, r\right)\right)
\end{aligned}
$$

$$
\begin{aligned}
& \leq 2 \max _{2 \leq i \leq n}\left\{\frac{E\left(M_{i}, r\right)}{E\left(M_{i}^{*}, r_{i}^{*}\right)}\right\} \\
& \text { (by Definition 3, } E\left(M_{i}^{*}, r_{i}^{*}\right) \leq \\
& \left.E\left(N_{i}^{*}, c_{i}^{*}\right) \leq D\left(N_{i}^{*}\right) \text {, with } c_{i}^{*} \in N_{i}^{*}\right) \\
& =2 \max _{2 \leq i \leq n}\left\{\frac{E\left(M_{i}^{o p t}, r^{o p t}\right)}{E\left(M_{i}^{*}, r_{i}^{*}\right)}\right\} \\
& \text { (by Lemma 6, with } \\
& \left.M_{1}^{o p t}=\left\{r^{o p t}\right\}\right) \\
& \leq 2 \max _{2 \leq i \leq n}\left\{\frac{E\left(N_{i}^{o p t}, c^{o p t}\right)}{E\left(M_{i}^{*}, r_{i}^{*}\right)}\right\} \\
& \text { (because } M_{1}^{\text {opt }}, \ldots, M_{n}^{\text {opt }} \text { is an } \\
& \text { optimal incremental sequence } \\
& \text { for the eccentricity, with } \\
& \left.N_{1}^{o p t}=\left\{c^{o p t}\right\}\right) \\
& \leq 2 \max _{2 \leq i \leq n}\left\{\frac{D\left(N_{i}^{o p t}\right)}{E\left(M_{i}^{*}, r_{i}^{*}\right)}\right\} \\
& \text { (since } c^{\text {opt }} \in N_{i}^{\text {opt }} \text {, we have } \\
& \left.E\left(N_{i}^{o p t}, c^{o p t}\right) \leq D\left(N_{i}^{o p t}\right)\right) \\
& \leq 4 \max _{2 \leq i \leq n}\left\{\frac{D\left(N_{i}^{o p t}\right)}{D\left(N_{i}^{*}\right)}\right\} \\
& \text { (because } D\left(N_{i}^{*}\right) \leq D\left(M_{i}^{*}\right) \\
& \left.\leq 2 E\left(M_{i}^{*}, r_{i}^{*}\right)\right)
\end{aligned}
$$

Note that we cannot obtain an approximation ratio less than 2 for this problem by Theorem 3. The next theorem shows that the approximation ratio of 4 for Algorithm IBE cannot be improved.

Theorem 8 For every $0<\epsilon<1$, there exists $a$ weighted graph such that the incremental sequence $M_{1}, \ldots, M_{n}$ constructed by Algorithm IBE gives

$$
\frac{\operatorname{cost}\left(M_{1}, \ldots, M_{n}\right)}{\operatorname{cost}\left(N_{1}^{o p t}, \ldots, N_{n}^{o p t}\right)}=\frac{4}{1+\epsilon}
$$

PROOF. Let $G_{0}(\epsilon)$ be the weighted graph in Figure 2.
For each $i, 1 \leq i \leq 7$, let $M_{i}^{*}$ be a group of size $i$ of minimum eccentricity, let $r_{i}^{*} \in M_{i}^{*}$ be its associated root, and let $N_{i}^{*}$ be a group of size $i$ of minimum diameter. Given $G_{0}(\epsilon)$, Algorithm IBE will construct an incremental sequence starting with each of the vertices and will then choose the best incremental sequence for the eccentricity among these. The incremental sequence returned by Algorithm IBE is the sequence $M_{1}(a), \ldots, M_{7}(a)$ obtained by adding the vertices of $G_{0}(\epsilon)$ in the order $a, b, c, d, e, f, g$. Indeed,


Fig. 2. The graph $G_{0}(\epsilon)$
this sequence leads to $\max _{2 \leq i \leq 7}\left\{\frac{E\left(M_{i}(a), a\right)}{E\left(M_{i}^{*}, r_{i}^{*}\right)}\right\}=\frac{2}{1+\epsilon}$, which is the minimum possible value for any incremental sequence in $G_{0}(\epsilon)$. The optimal incremental sequence for the diameter, $N_{1}^{o p t}, \ldots, N_{7}^{o p t}$, is obtained by adding vertices in the order $e, f, g, a, b, c, d$. Using the sequence $M_{1}(a), \ldots, M_{7}(a)$ for the diameter problem leads to $\max _{2 \leq i \leq 7}\left\{\frac{D\left(M_{i}(a)\right)}{D\left(N_{i}^{*}\right)}\right\}=\frac{4}{1+\epsilon}$, whereas $\max _{2 \leq i \leq 7}\left\{\frac{D\left(N_{i}^{o p t}\right)}{D\left(N_{i}^{*}\right)}\right\}=1$. Thus, we have

$$
\max _{2 \leq i \leq 7}\left\{\frac{D\left(M_{i}(a)\right)}{D\left(N_{i}^{*}\right)}\right\} / \max _{2 \leq i \leq 7}\left\{\frac{D\left(N_{i}^{o p t}\right)}{D\left(N_{i}^{*}\right)}\right\}=\frac{4}{1+\epsilon} . \square
$$

## 5. Conclusions

In this paper, we have introduced a new measure to capture the impact of the incremental constraint on the quality of the solutions. We have used the approach to study a diameter problem, but the approach is general and can be used to study other optimization problems.

Our main complexity result is that the problem of constructing an optimal incremental sequence cannot be solved approximately in polynomial time with an approximation ratio less than 2 unless $P=N P$. In the process of developing a 4 -approximation algorithm for this problem, we proved the somewhat surprising result that the related eccentricity problem can be solved optimally in polynomial time. The analysis of our 4approximation algorithm is tight, so reducing the gap between the upper bound of 4 and the lower bound of 2 will require either a new algorithm or a stronger lower bound.
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