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Abstract

In the paper we mainly study the makespan problem of schmegulgroups of jobs om special-purpose processors
and m general-purpose processors at different speeds. We fiogioge an improved. PT algorithm and investigate
several properties of this algorithm. We then obtain an ugpmund for the ratio of the approximate solutidnto the
optimal solutionT™* under the improved.PT algorithm.

Key words: Mathematics Subject Classification (2000): 90B35, 68M20
Heuristic algorithm, LPT algorithm, approximate soluspmptimal solutions, upper bound.

1. Introduction Gairing et al. (2007, [6]) proposed a simple combina-
torial algorithm for the problem of scheduling jobs
onm processors at different speeds to minimize a cost

The problem of scheduling jobs {.J, Ja,-- -, J,} o ; .
stream and showed it is effective and of low complexity.

with given processing time om identical processors

{My, My, ---, M,,} with an objective of minimizing Besides the above well-studied scheduling problem,
the makespan is one of the most well-studied problems one may face the problem of scheduling multi groups
in the scheduling literature, where processifjgafter of jobs on multi processors in real production systems,

J; needs ready timev(i, 7). It has been proved to be such as, the problem of processing different types of
NP — hard, cf. [10]. Therefore, the study of heuris- yarns on spinning machines in spinning mills. Re-
tic algorithms will be important and necessary for this cently, the problem of scheduling multi groups of jobs
scheduling problem. In fact, hundreds of scheduling the- on multi processors at same or different speeds were
ory analysts have cumulatively devoted an impressive studied provided each job has no ready time. In 2006
number of papers to the worst-case and probabilistic Ding [1] studied the problem of schedulinggroups of
analysis of numerous approximation algorithms for this jobs on one special-purpose processor angeneral-
scheduling problem. purpose processors at same speeds under an improved
LPT algorithm. In 2008 Ding [2] investigated the
problem of scheduling. groups of jobs om special-

w(z’]) — 0 under the LS (LiSt Scheduling) algorithm purpose processors ama general-purpose processors

. . ) at same speeds under an improved LPT algorithm.
and the tight bound i§ — 5, under the LPT (Longest In 2009 Ding [3] present an improved LS algorithm

Processing Time) algorithm. In 1993 Ovacik and Uzsoy :
. o for the Q,,12/7;/Cmax Scheduling problem onn
_2 . +2/77
[9] proved the bound ig — 7 asw(i, j) < t;, where general-purpose processors and two special-purpose

t; is the processing time of the jaly;, under the LS . . .
. . . processors. In 2010 Ding [4] studied a heuristic algo-
algorithm. In 2003 Imreh [8] studied the on-line and fithm of the Q//Cyna problem on multi-tasks with

off-line problems on two groups of identical processors . .

. uniform processors. More recently, Ding and Zhao [5]
at d_lfferent speeds, presented the LG (Load G_re_edy_) al- investigated an improved LS algorithm for the problem
gorithm, and showed that the bound about minimizing : . ; .

of scheduling multi groups of jobs on multi processors

the makespan i+ ’”T‘l and the bound about minimiz- ; . .
ing the sum of finish time i& + mT_2 wherem andk at the same speed provided each job has a ready time.

are the numbers of two groups of identical processors. However, the problem of schedulimggroups of jobs
onn special-purpose processors angjeneral-purpose

Email: Wei Ding [dingwei@mail.sysu.edu.cn]. processors at different speeds has not been studied yet.

In 1969 Graham [7] showed in his fundamental paper
that the bound of this scheduling problenRis- % as
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Note that the classical LPT algorithm is only useful
to solve the problem of scheduling one group of jobs

on multi processors at same speeds or different speeds.

Therefore, our aim of this study is to propose an im-
proved LPT algorithm based on the classical LPT al-
gorithm and to use this new algorithm to analyze this
problem provided processors have different speeds.

The remainder of the paper is organized as follows. In
Section 2, we proposed an improved LPT algorithm and
study several properties of the improved LPT algorithm.
In Section 3 we obtain an upper bound for the ratio of
the approximate solutioft’ to the optimal solutior?™
under the improved. PT algorithm.

2. An improved LPT algorithm

In the section, we will propose an improved LPT al-
gorithm for this scheduling problem and then investi-
gate several properties of this algorithm.

We will use the following notations throughout the
remainder of the paper.

Let L; (: = 1,---,n) denote theith group of jobs,
and letM; (i =1,--- ,n)andM,y; (j =1,---,m)
denote theith special-purpose processor and thk
general-purpose processor, respectively. Thenl, let
(L1, Lo, - -, Ly,) stand for the set of all groups of jobs
and let|L,.| denote the number of all jobs ih.. Finally,
let |L| = |Li| + |L2| + - - - + |Ly| denote the number
of all jobs of all groups.

Let J,, denote thek!” job in the r*" group after
ordering. If the jobJ, is earlier thanJ,,,. to be as-
signed to a processor, then we writg, < J,/,/. If the
job J,1 is assigned to the processbf, then We write
Jri € M.

We uset,; (r =1,---,n; ¢ =1,---,|L,|) to de-
note the processing time of.;. Then, we denote by;
(:=1,---,n)the speed of the special-purpose proces-
sor M; and bys,y; (j = 1,---,m) the speed of the
general-purpose processtf,  ;, respectively.

Note that the speeds of general-purpose processorselative SMT of the groug.,. (r = 1,2, ,
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[ L]

TT:ZtM- r=1,2,---,n,
i=1
>

JT/ & GML-,JT/ & <Jrk

> oty 1=1,2, n+m,

Mﬂ(Jrk) == tT/k/ Mﬂ

)

Jrk €M,

and

MLI( ) { /|Jr/k/ = ']TkaJr/k/ € Ml}
[=1,2,--- ,n+m.

The main strategy of the improvedPT algorithm
is based on the intuitive fact thatgroups are listed in
order of the total real processing time of the group, i.e.,
Lo> T2 > > f that the jobs in each group are
listed in order of the total processing time of the job,
i€ty > trip1,r=1,2,--- n,i=1,2-|L|—1,
and that whenever a processor becomes idle for assign-
ment, the first job unexecuted is taken from the list and
assigned to this processor.

Assume that the job is assigned in an increasing order
of the index and that if all jobs before tié" job in the
groupL, have been assigned and the jbl, is waiting
for being assigned, then jobsy,, Jok,, -, Jnk, are
called as candidates.

Definition 1. When jobs/iy,, Jak,, -+ , Jnk, are can-
didates, the possible absolutely processing time (SMT)
of the special-purpose processor for the gralupis

kr) = >

n+m
Jri€ |J Mji<ky
j=n+1

r=1,2,---,n

SMT, (k) =T, —

tri7

When some group,. is the empty set, we s8I T, =
SMT,(k) = 0, wherek is an arbitrary positive integer.
Definition 2. When the jobJ,, is the candidate, the
n) is

are less than those of special-purpose processors in real

production systems. For simplicity, we takg, ; = 1
(1<j<m)andassume; >1(i=1,---,n).

Let MT;(J,«) denote the latest absolutely finish time
of the processoV; before the jobJ,; is assigned
and letMT; denote the latest absolutely finish time of
the processoi; after all jobs are assigned. Next, let
ML(Jre) (1=1,2,--- ,m+n) denote the set of jobs
assigned in the processof; before the jobJ, is as-
signed and let

SMT, (k,)

)

r=1,2,--

y 4y n.

3
Sr

The steps of the improved PT algorithm are the
following:

Step 1. Ordering. LeT /sy > Ty /s3> -+ > Ty /sn,
triztri+lai:1127"' ,|L7~|—1,’f':1,2,"' ,

Step 2. Initialization. Sek:r =1, MT;(J,x,.) =0, and
ML(Jpg,)=0,r=1,2,--- ,n,l=1,2,--+ ;n+m.
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Step 3. Choose the job for processing according to the By the definition ofSMT', we have

rule of the maximum relative SMT. If

r = min{r/l‘gMTr’(kr’) SMTT”(kr”)

"
ST

2

S,/ r'=1,2,-
1)

then the jobJ,;, is the candidate.

Tk S SMT(q) S SMT,(s) S SMTT(p)'

Sk Sk Sr Sr

If J.p, € M,, inview of CT(J,,) =T andT being

Step 4. Choose the processor according to the rule ofth® makespan, theWT’. = s, T. From the definition of

being the first with the earlier idle time. When the job
Jrk, € Ly (r = 1,2,---,n) is waiting for being as-
signed, if
To(Jrk,) + trk,

Sq

Mﬂ(JrkT) + trkr

S1

. M
p=min{g|

= min
l=rn+1,-- ,n+m

then let.J,, € M,.

b

Step 5. If all jobs are assigned, then the program is
over. Otherwise, go to Step 3.

Let ST(J;;) andCT'(J;;) denote the beginning time
and the finishing time of the jold;;, respectively. We
now present several properties of the improvedT
algorithm.

Lemma 1. (1) If Jij, Jp € My, 1 =1,2,--- ,n+m,
andJ;; < Jpi, then

CT(Ji;) < ST(Jrs).

(2) If Jij7J’I‘]€ eL.,r=1,2,--,n, and Jij < Jrk,
thenCT(Jij) — tij < ST(JTk)

(3) If Jij € Ly, 7 = 1,2, ,n, then ML)+
CT(Jij), l=r,n+1,--- ,n+m.

Proof. By Step 1 and the definitions &7'(J;;) and
CT(Ji5), we get (1) and (2). By Step 4 and the def-
initions of ST'(J;;) andCT(.J;;), we obtain (3). This
completes the proof of the lemma. O

>

Lemma 2. Let T' be the makespan of the above im-
proved LPT algorithm. If there exists a jobJ,, €

L, such thatCT(J,,) =T, r = 1,2,--- ,n, p =
1,2, | Lyl and Jyg < Jop, k=1,2,--- n, k #r,
g=1,2,--- ,|Lgl, then

Ty > SMTy(q) > siT.

Proof. BecauseJy, < J,,, we may assume the joh,,

is chosen to assign whefh,, and J,., are candidates,

wheres < p. Based on the algorithm, we obtain
SMTy(q) S SMT,(s)

Sr

Sk

SMT,(p), we know thatJ,, is the last finish job, but
may not be the last assigned job of the grdypWhen
the job J,, is waiting for being assigned, we have

>

JTiEUn+m

j=n+1

trj + trp + trp+l +---+ tr|Lr\7
Jri €My, i<p

SMT,(p)=T, —

trj
Mj,i<p

and

MT,

>

Jri €My, i<p

trj + trp.

Then it follows that

SMT,(p) > MT, = s,T.

Thus, we get

T, > SMTk(q) > spT.

If Jop € M; (n+1<j<n+m),in view of Step
4, then we have

MTT(JTP) +lrp

Sr

> MTi(Jyp) +tyy =T.  (2)

It follows that M T, (J,p,) + trp > 8,1
Note thatCT'(J,,) = T. Thus

SMT,(p) = MT:(Jrp) + > _tri
i>p
=MT,(Jup) +tep+ > tri
12p+1
> MT,(Jrp) + trp > s, T. 3)
Therefore, we g€ty > SMTy(q) > siT. This com-
pletes the proof of the lemma. O

Lemma 3. If there exists a jobJ,, € L, in L =
(L1, La,- -+, Ly) suchthaCT(J,,) = T(L) and there
exists at least one groupy, k& # r, such that

n+m

{JkqlJnq € U M;j, Jig < Jrp} =0,
j=n+1
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then there exists some such that/L'| < || and
T(L)/T*(L) > T(L)/T"(L) = T/T",
whereT (L) =T andT*(L) = T*.

Proof. Note that the assumption

n+m
{Jigldug € U Mj, Jyq < Jrp} = 0 means that all
j=n+1
assigned jobs i, before the last finish job,, have
not been assigned on the general-purpose procggsor

(n+1<j<n+m). Let
Ly=1Ly, Ly=1Lo, -+ Ly y = L1, Ly = Ly,

. L).

ThenSMT, (L") = 0 and the order of the jobs if;,
5+, L, isthe same as that ih— L. Thus, they
have the same assignment.

By the assumption of Lemma 3, we know that all as-
signed jobs inL;, before the job/,., have been assigned
on the special-purpose procesddy. This implies that
any assigned jobs if; after the last finish joly,,, will
not change the last finish tin¥&(L). SchedulingL. — Ly,
onn + m processors is equivalent to schedulibgn
n + m processors. Therefore the last finish timel ok
the same as that d¥’, i.e.

L, =Ln L,=0, L = (L}, Ly,---

CT(L'|Jyp) = CT(L|Jyp) = T(L).
Since|L'| < |L|, it follows that
T*(L') < T*(L).
This yields
T(L')/T*(L) > T(L)/T*(L).

This completes the proof of the lemma.

3. Analysis of the improved L PT algorithm

In the section, we obtain an upper bound for the ratio
of the approximate solutioff’ to the optimal solution
T* under the improved. PT algorithm.

Theorem 1. Consider the problem of schedul-
ing n groups of jobsL = {Li,Ls,---,L,} ON
{Mi, Ms,--- , M,} special-purpose processors and
{My+1,My42--+, My} general-purpose proces-
sors at different speeds with the objective of minimizing
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the makespan. L&t be the makespan of the above im-
provedL PT algorithm. Then the bound of this schedul-
ing problem under the improvetl PT algorithm is

T <14 m
T+ Z:Si7
i€l

wherel is the set of group of jobs in which there exists
at least one job to be assigned on some general-purpose
processor before the latest finish time.

Proof. Assume there exists/,, € L, such that
CT(Jp)=T.

Case A. If|I| = n, i.e, Vg € Li, k # T,
n+m
{kql kg € . U M, Jkg < Jrp} # 0, then we may

j=n+1
assume
n+m
up =max{ilJy; € ) My, Jni < Jrp}.
j=n+1

From the algorithmJy; € My, we know thatu, > 2.
Note thatC'T'(J,,) = T. By Lemma 1, we obtain

M) Tl o,y =7
= rp) — 4

Sr

By Lemma 2, for anyy,, € Lk, k # r, we have

Ty > SMTk(uk) > s

Thus
T*2T1+T2+7;--+Tn
m+z;Si
STiA Tt + ML () +tp+ -+ T
m+ZSi
>81T+82T+"'+Sr;:—"'+8nT
m—|—zglsi
> s
> =T
m+z§15i
This yields
Lo
T* z”:Si
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Case B. IflI| < n, i.e., there existdy, € Ly, k # r,
such that

n+m

{Trgldkg € | M, Jrg < Jrp} =10,
j=n+1

then by Lemma 3 and the definition 6fwe know that
there existd,’ and|L’| = |I| such that

n+m

{qu|qu € U Mj, Jkq < JTP} #0,
j=n+1

VJig € Ly, k #1.

By Lemma 3, in view of the proof of case A, we have

T _TW _ TW) ey M
T T*(L) — T*(L') — S8
i€l
This completes the proof of the theorem. O

As a consequence of Theorem 1, we have
Corollary 1. The scheduling problem in Theorem 1 un-
der the improved. PT algorithm has the bouné‘% <
L+ 17

Next, the following example will show how the im-
provedL PT algorithm works.

Consider the following scheduling problems.

Assume that there are three groups of jobs and each

45

Step 2. Initialization.

Setk; =1, ko = 1, ks = 1. Let the latest absolutely
finish time of all processors b&/T; = 0, and let the
sets of jobs assigned in all processorsbé; = (), | =
1,2,3,4,5.

Step 3. Choose the job for processing according to
the rule of the maximum realtiv€ M T'.

Since ST

SMTy(1) - 230 =191.7,
S1 1.2

SMT(1) _ 240 184.6,
S92 1.3

and SMT: 2

SMTs(1) - 250 = 166.7,

S3 1.5

it follows that the johJ;; is the candidate. Take, = 2.
Step 4. Choose the processor according to the rule of
being the first with the earlier idle time.

Since
(MT; +t) _ 6% _ 54.2,

S1 1.2
(MTy+t1n) 65 _ 65,

Sq 1

and MT; 65

t

( 5S+ 11) =2 = 65,

group separately owns one special-purpose processoit follows that the job.J;; is assigned on the processor

and jointly owns two general-purpose processors.

Step 1. Ordering.

Let the jobs of the groupl; be denoted by
Ji1, Ji2, Jis, J1a, J15, J1g, and let their absolutely
processing time bei; = 65,t12 = 42, t13 =
37, t14 = 36, t15 = 28, t16 = 22, respectively.

Let the jobs of the groupL, be denoted by
Jo1, Joo, Jos, Jog, Jos, and let their absolutely pro-
cessing time bes; = 70, tog = 55, tog = 45, toy =
39, tas = 31, respectively.

Let the jobs of the groupLs; be denoted by
Js31, J32, Js3, J34, J35, J3g, and let their absolutely
processing time b&; = 60, ¢35 = 50, t33 = 40, t34 =
36, t35 = 34, t3g = 30, respectively.

Let the speed of the special-purpokf of L, be
s1 = 1.2, let the speed of the special-purpdde of Lo

be s = 1.3, and let the speed of the special-purpose

Ms of Ls bess = 1.5, respectively.

Let the speeds of two general-purpose processors be

sS4 = s5 = 1. Then T = 230, T = 240, T3 =
250, &b = 191.7, L = 184.6, L = 166.7.

M. Thus
MLy ={J11}, MT, =65.
Step 3. Choose the job for processing.
Since ST
SMT:(2) _ 230 _ 191.7,
S1 1.2
SMT(1) _ 240 184.6,
S92 1.3
and SMT: 2
SMTs(1) - 250 = 166.7,
S3 1.5

it follows that the jobJ; 5 is the candidate. Take = 3.
Step 4. Choose the processor.

Since
(MT + t12) _ (65 + 42) 892,
S1 1.2
(MTy +t1z) 42 _ 12,

Sq 1
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and (MTy+tn) 97 _ oo
(MTs5 +t12) _ 42 _ . 100
85 1 and
it follows that the job.J;2 is assigned on the processor (MTs +t32) 55 55
My. Thus 55 = 1 = >
MLy = {Jia}, MTy = 42. it follows that the job.Jy, is assigned on the processor
’ Ms. Thus
Step 3. Choose the job for processing.
Since MLs = {ng}, MTs = 55.
SMTy(3) (230 -42) 188 _ 156.7 Step 3. Choose the job for processing.
51 1.2 1.2 o Since
SMT,(1) 240 SMTi(3) (230 —42) 188
S 2 — 1846, = = — = 156.7,
S2 1.3 S1 1.2 1.2 56.7
and
SMTs(1) 250 SMT5(3) (240 —55)
e Y 1667 = =142.3,
S3 1.5 ’ S2 1.3
it follows that the jobJs; is the candidate. Take, = 2. and
Step 4. Choose the processor. SMTs(1) _ 250 _ 166.7,
Since S3 1.5
(MTs +ta1) 70 it follows that the jobJs; is the candidate. Takies = 2.
e — 13- 53.8, Step 4. Choose the processor.
2 ' Since
(MTy +ta1) (42 + 70) (MT5 +ts1) _ 60 _ o
= =112, 15 7
Sq 1 S3 .
and (MTy +ts1) (42 + 60)
(MT5 + tgl) _ E -0 51 = 1 = 102,
o ! 7 and
it follows that the job.Jy; is assigned on the processor (MT5 +t;1)  (55+60)
Ms. Thus, s = 1 = 115,
5
MLy = {Ja}, MT,="T70. it follows that the job.Js; is assigned on the processor
Ms. Thus
Step 3. Choose the job for processing.
Since MLs = {J31}, MT5; = 60.
SMTy(3) = (230 — 42) = 188 = 156.7, Step 3. Choose the job for processing.
s1 1.2 1.2 Since
SMT(2) _ 240 _ o/ SMT\(3) _ (230-42) _ 188 ..
$2 1.3 s 12 12 U0
and
SMTs(1) _ 250 _ oo n SMTy(3) _ (240—55) _ o,
53 15 o S$9 13 fS N
it follows that the jobJss is the candidate. Take, = 3. and
Step 4. Choose the processor. SMT3(2) 250 166.7
Since T s 15 -
(MTy +ty3) 125 06.2 it follows that the jobJss is the candidate. Takie;, = 3.

S5 1.3 Step 4. Choose the processor.
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Since and
SMTs3(4) (250 —40) 140
(MT5 +t35) _ (60+50) _ 33 s3 15 7
53 1.5 it follows that the johJ; 3 is the candidate. Takg = 4.
(MTy +t32) (42 + 50) SFep 4. Choose the processor.
= =92, Since
S4 1
and (MTy + t13) _ (65 + 37) — g5
(MTs +t32)  (55+50) 105 51 1.2 ’
55 1 (MTy +t15)  (82+37)
it follows that .J35 is assigned on the processbfs. s = 1 =119,
Thus, and
MTs+t 55+ 37
MLs={Js1,J32}, MT5;=60+50=110. ( 5 12) = (1:92),
Step 3. Choose the job for processing. it follows that the job.J,3 is assigned on the processor
Since M. Thus,
SMT:(3) _ (230-42) 188 . MLy = {Ji1, i3}, MT; =65+ 37=102.
12 12 T
o1 Step 3. Choose the job for processing.
SMT(3) _ (240-55) _ | o4 Since
S2 1.3 o SMTi(4) _ (230-42) 188 _ ..
and 5 ) s L2 12 TV
MTs5(3 250
— = = — = 166.
5 15 = 166.7, SMT(3) _ (240 - 55) _ 1423,
it follows that the jobJs3 is the candidate. Takie; = 4. 52 13
Step 4. Choose the processor. and SMTy(4) (250 — 40)
Since s o= 15 0
3 .
(MT5 +t53) _ (110+40) _ it follows that the jobJy4 is the candidate. Take = 5.
s3 1.5 ’ Step 4. Choose the processor.
Since
(MTy + tzp) _ (42+40) _ o
51 1 ) (MTy + t14) _ (1021—; 36) ~ 115,
and 51 '
(MTs5 + t32) _ (55 + 40) — 95, (MTy + t14) _ (82 + 36) _ 118
S5 1 S4 1 ’
it follows that the job.J33 is assigned on the processor gnd
M4. ThUS, (MT5 + t14) _ (55 + 36) —91
S5 1 ’
MLy = {12, J53}, MTy =42 +40 = 82. it follows that the jobJy4 is assigned on the processor
Step 3. Choose the job for processing. Ms. Thus,
Since MLs = {Jog, J1a}, MT5 =554+ 36=091.
SMTy(3) = (230 — 42) = 188 = 156.7, Step 3. Choose the job for processing.
s1 1.2 1.2 Since
SMTy(3) _ (240-55) _ oo SMTy(5) (230 —42—36) 152
So N 1.3 B - B

= — =126.7
S1 1.2 1.2 ’
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SMTu(3) _ (240-55) _ 140
5 1.3
and SMT
3(4) _ (250 -40) _ 140,
o 15

it follows that the jobJs3 is the candidate. Takie, = 4.

Step 4. Choose the processor.
Since
(MT5 + tog) _ (70 4 45) 885,
S92 1.3
(MT4 + tzg) _ (82 + 45) — 127,
S4 1
and MT; 91 + 45
( 5+t23) _ ( —::j ) :136,
55

it follows that the job.J»3 is assigned on the processor
M. Thus
MLy = {Jo1, Ja3}, MTy =70+ 45=115.

Step 3. Choose the job for processing.

Since
SMTi(5) _ (230-42-36) 152 _ 0.
51 1.2 1.2
SMT,(4) _ (240-55) _ 40 5
5 1.3
and SMT5(4 4
s(4) _ 250-40)
53 1.5

it follows that the jobJy, is the candidate. Take, = 5.
Step 4. Choose the processor.

Since
(MT5 + tog) _ (115+39) — 1185,
S92 1.3
(MT4+t24) _ (82+39) ~ 191,
S4 1
and MT, 91 + 39
( 5+t24):( -: ):1307
S5

it follows that the job.J24 is assigned on the processor
M,>. Thus,
MLy = {Ja1, Jos, Joa}, MTo =115+ 39 = 154.

Step 3. Choose the job for processing.
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Since
SMTy(5) _ (230 -42-36) _ 152 _ o0
51 1.2 1.2
SMT5(5) _ (240-55) _ 49 5
5 1.3
and SMTy(4 4
s(4) _ (250-40) _ 0
5 15

it follows that J,5 is the candidate. Take, = 6.
Step 4. Choose the processor.

Since
(MTy + 1) _ (154431 00
59 1.3
(MT4+t25) _ (82+31) — 113,
S4 1
and MT, 91 + 31
( 5+t25):( 1‘ ):1227
S5

it follows that the job.J25 is assigned on the processor
My. Thus

MLy = {Ji2,J33,J25}, MTy=82+31=113.

Step 3. Choose the job for processing.
Note that all jobs inL., have been assigned. By com-
paring

SMTy(5) _ (230 -42-36) _ 152 _ ..
wih SMT3(4 4
s(4) _ (25040 o
S3 1.5

we see that the jobs, is the candidate. Takk; = 5.
Step 4. Choose the processor.

Since

(MTy+tss) _ (110+36) oo
S3 1.5

(MT4 + t34) _ (113 + 36) — 149,
Sq 1

and MT; 91 + 36

( 5+t34):( 1‘ ):1277

S5

it follows that the job.Js4 is assigned on the processor
Ms. Thus,

MLsy = {J31, J32, Jaa}, MT3 =110+ 36 = 146.
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Step 3. Choose the job for processing. Since all jobs inL3 have been assigned, we only need
Since to assign the remaining jobs ity . Thus the job/Jys is
the candidate. Takk, = 6.
SMT(5) = (230 — 42 — 36) _ 12 126.7 Step 4. Choose the processor.
S1 1.2 1.2 Since
and
SMTy(5) (250 — 40) (MTy+t5) _ (102428) 05
= = 140, $1 1.2
S3 1.5
it follows that the jobJs; is the candidate. Takig; = 6. (MTy +t15) _ (113+28) 141
Step 4. Choose the processor. 84 1 ’
Since and
MTs +t 121 428
(MTs+t55) _ (146438 ( 2 15) _ : ) _ 14,
53 1.5 it follows that J;5 is assigned on the processbf;.
(MTy+1t55) _ (13+34) Thus,
q 54 1 ML, = {J117 Jis, J15}, MT, =102+ 28 = 130.
an
(MTs +1t35) _ (91+34) 125 Step 3. Choose the job for processing.
55 1 ’ Let the job.J,¢ be the candidate. Takg = 7.
it follows that the jobJs; is assigned on the processor ~ Step 4. Choose the processor.
Ms. Thus, Since
MT, +t 130 + 22
MLy = {Ja1, Jso, Ja, Jas},  MTy = 146434 = 180. (MT3 +te) _ 1; ) _ 1967,
S1 .
SFep 3. Choose the job for processing. (MTy +tig) (113 + 22)
Since = = 135,
Sq 1
SMTy(5) (230 —42-36) 152 L96.7 and
s1 1.2 T2 (MT5 +tie) _ (121+22) o
S5 1 ’
and SMT5(6) (250 — 40) it follows that the job.J,¢ is assigned on the processor
o = TE = 140, M. Thus,

it follows that the jobJsg is the candidate. Takie; = 7. MLy ={Ji1, 13, J15, J16}, MTy =130422=152.
Step 4. Choose the processor.

Since Step 5. If all jobs are assigned, then the program is
over.

(MTs +t36) _ (180+30) 140 Up to now, all jobs in any groups have been assigned.

83 1.5 ’ So all assigned jobs on each processor and their finish

(MTy +tss) (113 + 30) time are the following:

= = 143,
Sq 1
and MT: +t 91 + 30 MLy ={J11, )13, J15, J16},MT1 =152, ]\iTl =126.7,
(MTs +t36) _ (914 ):1217 )
S5 1
it follows that the job.Jss is assigned on the processor B B MT,
Ms. Thus, MLy = {J21, J23, Joa }, MT = 154, e 118.5,
MLs = {Ja2, J14,J36}, MTs=91+30=121.
MTs
Step 3. Choose the job for processing. MLz = {J31, J32, Ja4, J35 }, MT3 = 180, = 120,

53
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MT.
MLy = {Ji2. Jas, Jos}, MTy = 113, —— = 113,
4
MT.
MLs = {J2, Ju4, Jag}, MT5 = 121, — ° = 121.
Thus,T = 126.7 and
T > (T + 15 +T5) = 120.

- (81+82—|—53—|—S4—|—S5)

On the other hand, we have the following assignment:

MLy = {J11, J12, Ji3}, MTy = 144, ]\fl =120,
MLy = {Ja1, Jaa, Jos }, MTy = 156, ]\ZQTQ = 120,
M Ls={Js1, Js, Js3, J3g },MT5 =180, Ai? =120,
M Ly={Jia, J15, Jig,J55 }, MTy =120, ]VS[4T4 =120,
MLs = {Ja3, Jou, Jsu}, MT5 = 120, ]\f"’ = 120.

This implies that the optimal solutio™ = 120.
Thus,
T 1267 2

L ss8<lf =15
T~ 120 <M i2tisvis 7

which is consistent with the conclusion of Theorem 1.
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